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learning effects
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Faculty, Industrial Engineering Department, Erciyes University, Kayseri, Turkey

(Received 9 May 2017; accepted 26 September 2017)

This paper investigates a multi-objective parallel machine scheduling problem under fully fuzzy environment with fuzzy
job deterioration effect, fuzzy learning effect and fuzzy processing times. Due dates are decision variables for the prob-
lem and objective functions are to minimise total tardiness penalty cost, to minimise earliness penalty cost and to min-
imise cost of setting due dates. Due date assignment problems are significant for Just-in-Time (JIT) thought. A JIT
company may want to have optimum schedule by minimising cost combination of earliness, tardiness and setting due
dates. In this paper, we compare different approaches for modelling fuzzy mathematical programming models with a
local search algorithm based on expected values of fuzzy parameters such as job deterioration effect, learning effect and
processing times.

Keywords: parallel machines; fuzzy deterioration; fuzzy learning; due date assignment; local search

1. Introduction

With a practical view for scheduling problems, decision makers (DM) may not always determine exact scheduling
parameters such as processing times and due dates because of lack of knowledge, DM’s experience and judgement,
vagueness and imprecision in scheduling environment for measuring parameters and uncertainty of problem’s own char-
acteristics. Processing times and due dates are usually exact and well-defined or deterministic in scheduling literature.
However, there is a growing interest for scheduling problems with fuzzy parameters. For the readers, recent surveys
(Abdullah and Abdolrazzagh-Nezhad 2014; Behnamian 2016) about scheduling problems with fuzziness may be guid-
ance. First study about scheduling problems with fuzzy set theory was conducted by Prade (1979). Processing times in
scheduling problems were firstly considered as fuzzy numbers by McCahon and Lee (1990). Ishii, Tada, and Masuda
(1992) studied fuzzy due dates in scheduling problems for the first time. Some of other pioneer studies about fuzziness
in scheduling problems were conducted by Tsujimura et al. (1993), Ishibuchi et al. (1994), Han, Ishii, and Fujii (1994),
Dubois, Fargier, and Prade (1995), Ishii and Tada (1995) and Kuroda and Wang (1996). In scheduling problems with
fuzziness, fuzzy parameters such as processing times (Chanas and Kasperski 2003; Niu, Jiao, and Gu 2008; Sakawa and
Kubota 2000; Sakawa and Mori 1999; Yeh et al. 2014), due dates (Han, Ishii, and Fujii 1994; Ishibuchi et al. 1994;
Ishii, Tada, and Masuda 1992; Li, Ishii, and Chen 2015), precedence relations (Li, Ishii, and Chen 2012, 2015; Xie,
Xie, and Huang 2005) and batch sizes (Li, Ishii, and Masuda 2012) are studied together or individually.

Besides uncertainty of scheduling parameters such as processing times and due dates, some effects such as job dete-
rioration and learning effects may change the initially measured processing times. The expression of job deterioration
may be dependent on position number of the current job in the sequence or completion time of previous job. Job deteri-
oration in a scheduling problem has time-increasing effect on processing times while jobs are waiting in the queue or
being processed on the machines. Therefore, job deterioration effect can be called as a negative outcome for DM. The
expression of learning effect implies that continuous repetition of similar jobs leads workers or the system to make the
task being processed faster than previous. Each repetition of similar jobs on a machine or a processer has a time-
decreasing effect on processing time. In other words, while job deterioration effect is a negative outcome, learning effect
is a positive outcome for a scheduling problem. As a pioneer Biskup (1999) introduced learning effect for scheduling
problem. Mosheiov (2001) was the first one who studied learning effect on parallel machine environment and also
Mosheiov (2001) investigated several well-known objectives as one and multi-criteria on single machine problems under
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learning effect. Some of significant reserches about scheduling problem under only learning effect were conducted by
Kuo and Yang (2006), Biskup (2008), Mosheiov and Sidney (2003), Wang et al. (2008), Bachman and Janiak (2004),
Mosheiov (2011), Koulamas and Kyparisis (2007), Yin et al. (2009), Cheng, Wu, and Lee (2008a), Wang and Xia
(2005), Lee and Wu (2004), Janiak and Rudek (2009), Eren (2009), Qian and Steiner (2013a, 2013b) Rudek (2013) and
Wang, Ng, and Cheng (2008).

Scheduling problems under only deterioration effect have been widely interested by researchers. As far as we know,
Gupta and Gupta (1988) and Browne and Yechiali (1990) made first studies about deterioration effect. Mosheiov (1991)
showed the optimal schedule is V-shaped for single machine scheduling problem when objective function is to minimise
flow time. Mosheiov (1998) studied a scheduling problem with linear deterioration effect on identical parallel machines
and proved the problem is NP-Hard. Some of other researches about scheduling problems under only deterioration effect
were studied by Ng et al. (2002), Bachman, Janiak, and Kovalyov (2002), Mosheiov (2002), Wang and Xia (2006),
Mosheiov (1995), Wu and Lee (2008), Wang et al. (2006), Wang, Ng, and Cheng (2008), Gawiejnowicz (2007) and
Guo, Cheng, and Wang (2015).

Although, most of researches in the literature investigated these effects one by one in scheduling problems, there are
lots of papers investigated both effects simultaneously. Wang (2006) was the first researcher who studied scheduling
problems under both effects as far as we know. Wang (2007) investigated these effects on single machine environment
and showed that the makespan, the sum of completion times, and the sum of completion times square minimisation
problems all can be optimally solved by the SPT rule. Wang, Lin, and Shan (2008) considered a flow shop scheduling
problem under learning and deterioration effects simultaneously and showed that for some special cases of the flow shop
scheduling, the makespan minimisation problem and the total completion minimisation problem can be solved in poly-
nomial time. Cheng, Wu, and Lee (2008b) investigated single machine scheduling problems under learning and deterio-
ration effects and they showed that single machine problems are polynomially solvable if the performance criterion is
makespan, total completion time, total weighted completion time or maximum lateness. Toksarı (2011) presented a sin-
gle machine problem with the unequal release times under effects of learning and deteriorating simultaneously when the
objective is to minimise the makespan. Toksarı (2011) introduced a branch-and-bound algorithm for lower bounds of
optimal solutions and proposed a heuristic method. For the readers, some recent papers were studied by Fan et al.
(2017), Wang et al. (2017), Azadeh et al. (2017), Mohammadi and Khalilpourazari (2017), Lu (2016), Soroush (2016),
Yusriski, Sukoyo, and Halim (2016) and Cheng et al. (2011).

Scheduling problems under learning and/or deterioration effects have been interested for a long time with a consider-
able number of papers in the literature. There are few researches interested in scheduling problems under learning and/
or deterioration effects with fuzzy parameters. The most prominent papers belong to Ahmadizar and Hosseini (2011,
2013), Yeh et al. (2014), Mazdeh, Zaerpour, and Jahantigh (2010), Bentrcia and Mouss (2016) and Rostami, Pilerood,
and Mazdeh (2015).

In parallel machine scheduling problems, some significant researches make a good lead for researchers interested in
learning and/or deterioration effects. Toksarı and Güner (2008) introduced a MINLP for parallel machine scheduling
problems under learning and deterioration effects simultaneously with sequence-dependent setup times and a common
due date for all jobs Toksarı and Güner (2009) investigated a parallel machine scheduling problem under position
dependent learning effect and non-linear deterioration effect when the objective is to minimise total earliness/tardiness
cost. They proved the optimal schedule of their problem is V-shaped. In another study of Toksarı and Güner (2010a),
they investigated a parallel machine scheduling problem when the objective is to minimise total earliness/tardiness under
effect of time dependent learning and linear/non-linear deterioration with common due date for all jobs. They also
showed the optimal schedule is V-shaped for their earliness/tardiness problem. Furthermore, Toksarı and Güner (2010b)
proved that the optimal schedule is V-shaped for parallel machine earliness/tardiness problem under position dependent
learning and linear deterioration effect with sequence dependent setup times and a common due date.

Although, job deterioration and learning effect are usually defined in deterministic form in the literature, scheduling
environment may chance the impact degree of both effects, i.e. a system or a worker may not learn constantly or deteriora-
tion level may chance because of some work place conditions such as noise, vibration, temperature, pressure and air flow
rate. Does a worker/ system continue to learn constantly or not? How much is the difference between current learning
amount and next learning amount going to be? Will deterioration level be changed due to work place conditions? These
questions in DM’s mind cause vagueness and imprecision for job deterioration and learning effects. Therefore, job deterio-
ration and learning effect may be defined on a closed interval using fuzzy numbers. Fuzzy processing times have been
already considered as a part of scheduling environments by researchers (Chanas and Kasperski 2003; Niu, Jiao, and Gu
2008; Sakawa and Kubota 2000; Sakawa and Mori 1999; Yeh et al. 2014). The most common real life example (see Gupta
and Gupta 1988) for deterioration effect is steel rolling process for ingots. The ingots have to be processed on rolling
machine with a certain temperature. If temperature of that ingot is decreased while waiting in the queue because of any
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external factors such as air flow rate and weather conditions in the work place, workers take this ingot from the line and
reheat it again. Each repeat of taking ingots from the line may lead a learning effect. How much external effects will
decrease the temperature of an ingot is unknown and there is an uncertainty for deterioration effect for each job. Uncertain
deterioration effect due to unknown work-piece temperature causes uncertain learning amount because each deteriorated
ingot’s or cooled ingot’s temperature is different. In this condition, workers face similar job tasks with different tempera-
tures. This leads uncertainty in learning effect. Both of uncertainty in learning and deterioration effect can be encoded with
fuzzy sets in order to illustrate satisfaction levels of DM or possibility of an event such as deteriorating a task or learning.
In this example, processing time can be considered as fuzzy numbers because of up/down in machine speed and break-
downs. Thus, a scheduling problem can be considered in a fully fuzzy environment. As a novel, this paper considers all
parameters in a scheduling environment as uncertain. The uncertainty in parameters does not depend on the frequency of
an event, the uncertainty occurs because the parameters cannot be measured well. While dealing with such an uncertainty
that does not depend on frequency of an event, fuzzy sets can be used in order to encode uncertainty. Furthermore, this
paper presents a heuristic method (the serpentine algorithm) for parallel scheduling problems when the objective is to
minimise the makespan under effects of learning and deterioration.

2. Basic definition of fuzzy set theory

In this section, before building our mathematical model and introducing solution approaches, we introduce some neces-
sary basic definitions of Fuzzy set theory.

In this paper, all parameters are designed in the form of triangular fuzzy numbers. A triangular fuzzy number ~A with
a membership function l~A xð Þ : R ! 0; 1½ � is presented with three point on the real axis such that ~A ¼ AL;AC;AR

� �
.

Membership function of triangular fuzzy number ~A can be expressed by Equation (1).

lðxÞeA ¼
LA xð Þ ¼ x�AL

AC�AL ; if AC [ x�AL;
1; if AC ¼ x;
RA xð Þ ¼ AR�x

AR�AC ; if AR � x[AC;
0; otherwise:

8>><>>: (1)

Expected value of a triangular fuzzy number ~A can be shown in Equation (2).

E ~A
� � ¼ AL þ 2AC þ AR

4
: (2)

3. Fuzzy multi-objective non-linear programming model

Before bulding our proposed mathematical model, learning and deterioration effects must be defined. Biskup (1999)
introduced position-based learning effect. Let Pr be basic processing time of the job scheduled at position r, then the
actual processing time P r½ � of the job at position r under position-dependent learning effect is defined as follows:

P r½ � ¼ Prr
a; (3)

where −1 ≤ a ≤ 0 is learning effect. Another kind of learning effect is time-dependent learning effect and it was
introduced by Kuo and Yang (2006) as follows:

P r½ � ¼ Pr 1þ
Xr�1

k¼1

P k½ �

 !a

; (4)

where (1 ≤ k ≤ r − 1)P k½ � denotes each earlier job’s actual processing time before position r. Gupta and Gupta (1988)
and Browne and Yechiali (1990) independently studied deterioration effect in scheduling problems. Alidaee and Womer
(1999) classified job deterioration effects into three types. These are linear, pairwise linear and non-linear, respectively.
Mosheiov (1991) investigated linear job deterioration effect and showed that actual processing time of each job grows
linearly with its starting time. Mosheiov (1991) denoted actual processing time under linear job deterioration effect as
follows:
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P r½ � ¼ Pr þ B � Cr�1; (5)

where B[ 0 is linear job deterioration effect introduced by Mosheiov (1991) and Cr−1 is actual completion time of the
job at position r − 1. For a job at position r, actual processing time under non-linear job deterioration is defined as
follows:

P r½ � ¼ Pr þ B � Cb
r�1; (6)

where b[ 0 is non-linear job deterioration effect (see Alidaee and Womer 1999). In this study, we consider four differ-
ent types of models for calculating actual processing time under different types of learning and deterioration effects.
These are;

Model 1: under linear job deterioration and position-dependent learning effects.
Model 2: under linear job deterioration and time-dependent learning effects.
Model 3: under non-linear job deterioration and position-dependent learning effects.
Model 4: under non-linear job deterioration and time-dependent learning effects.

Four actual processing time calculations for all models can be seen in Equations (7)–(10) respectively.

P r½ � ¼ ðPr þ B � Cr�1Þra; (7)

P r½ � ¼ ðPr þ B � Cb
r�1Þra; (8)

P r½ � ¼ Pr þ B � Cr�1ð Þ 1þ
Xr�1

k¼1

P k½ �

 !a

; (9)

P r½ � ¼ Pr þ B � Cb
r�1

� �
1þ

Xr�1

k¼1

P k½ �

 !a

: (10)

Using Equations (7)–(10), we can build our fuzzy multi-objective mathematical model as shown below. We consider a
due date assignment problem on parallel machines with fuzzy processing times under effects of fuzzy learning and dete-
rioration. There are n jobs waiting to be processed on m identical parallel machines. We assumed that all jobs are
released at the same time. Preemption and arbitrary idle times are not allowed. Decision variables such as completion
times, earliness, tardiness and due dates are in form of triangular fuzzy numbers because processing times of jobs, learn-
ing and deterioration effect coefficients are in form of triangular fuzzy numbers.

Indexes
i index for jobs, i = 1, …, n
j index for machines, j = 1, …, m
r index for positions, r = 1, …, n

Parameters
~Pi basic fuzzy processing time of job i
~a fuzzy learning effect coefficient
~B fuzzy linear deterioration effect coefficient
~b fuzzy non-linear deterioration effect coefficient
MA earliness penalty cost coefficient for all jobs
MB tardiness penalty cost coefficient for all jobs
MC cost of setting due date for all jobs

Decision variables
~P r½ �;j actual processing time of the job at position r on machine j
~C r½ �;j actual completion time of the job at position r on machine j
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~E r½ �;j earliness of the job at position r on machine j
~T r½ �;j tardiness of the job at position r on machine j
~D r½ �;j due date of the job at position r on machine j
~Ci actual completion time of job i
~Ei earliness of job i
~Ti tardiness of job i
~Di due date of job i
xi;r;j 2 0; 1f g if job i is assigned at position r on machine j, xi,r,j = 1, otherwise it is zero

Objective function

min z ¼ MA �
Xn
i¼1

~Ei þMB �
Xn
i¼1

~Ti þMC �
Xn
i¼1

~Di: (11)

Constraints

~P r½ �;j ¼
XN
i¼1

xi;r;j � ~Pi

� �þ ~B
� � � ~C r�1½ �;j

� � � r~a� � 8r; j; (12a)

~P r½ �;j ¼
XN
i¼1

xi;r;j � ~Pi

� �þ ~B
� � � ~C

~b
r�1½ �;j

h i
� r~a

h i
8r; j; (12b)

~P r½ �;j ¼
XN
i¼1

xi;r;j � ~Pi

� �þ ~B
� � � ~C r�1½ �;j

� � � 1þ
Xr�1

k¼1

~P k½ �;j

 !~a
24 35 8r; j; (12c)

~P r½ �;j ¼
XN
i¼1

xi;r;j � ~Pi

� �þ ~B
� � � ~C

~b
r�1½ �;j

h i
� 1þ

Xr�1

k¼1

~P k½ �;j

 !~a
24 35 8r; j; (12d)

~C 0½ �;j ¼ 0 8j; (13)

~C r½ �;j ¼ ~C r�1½ �;j þ ~P r½ �;j 8r; j; (14)

~C r½ �;j þ ~E r½ �;j � ~T r½ �;j ¼ ~D r½ �;j 8r; j; (15)

~Ci þ ~Ei � ~Ti ¼ ~Di 8i; (16)

~Ci ¼
Xn
r

Xm
j

xi;r;j � ~C r½ �;j 8i; (17)
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~Di ¼
Xn
r

Xm
j

xi;r;j � ~D r½ �;j 8i; (18)

~Ei ¼
Xn
r

Xm
j

xi;r;j � ~E r½ �;j 8i; (19)

~Ti ¼
Xn
r

Xm
j

xi;r;j � ~T r½ �;j 8i; (20)

Xn
i

xi;r;j � 1 8r; j; (21)

Xn
r

Xm
j

xi;r;j ¼ 1 8i; (22)

xi;r;j þ
Xn
I¼1

xI ;rþ1;j � 2 I 6¼ ið Þ; r ¼ 1; 2; . . .; n� 1ð Þ 8i; j; (23)

xi;rþ1;j � xI ;r;j I 6¼ ið Þ r ¼ 1; 2; . . .; n� 1ð Þ 8i; j; (24)

~P r½ �;j; ~C r½ �;j; ~E r½ �;j; ~T r½ �;j � 0 8r; j; (25)

~Ci; ~Ei; ~Ti; ~Di � 0 8i; (26)

xi;r;j 2 0; 1f g 8i; r; j: (27)

The objective function in Equation (11) is to minimise a cost combination of earliness, tardiness and setting due dates.
We introduced four different equations in Equations (7)–(10) for all combinations of learning and deterioration effects.
Equations (12a)–(12d) show the calculation of actual processing time of the job assigned at position r on machine j
under any types of learning and deterioration effects. Equation (12) shows that all machines are ready at the beginning
and scheduling start time is equal and zero for all machines. Equation (14) shows that current job actual completion
time is sum of previous job completion time and current job actual processing time. Equations (15) and (16) show that
sum of completion time and earliness of a job must be equal to sum of due date and tardiness of that job. Equations
(17)–(20) are decision variable transformations between job index and both position and machine indexes. Equation
(21) ensures that only one job can be assigned at any position on any machine. Equation (22) guaranties that each job
must be assigned at a single position of a machine. Equation (23) shows that each job must be processed for once.
Equation (24) ensures that only one other job may come instantly after each job’s completion. Equations (25) and (26)
show all fuzzy decision variables are non-negative. Equation (27) xi,r,j is a binary decision variable.

4. Solution approaches

In this section, we propose a local search algorithm in order to generate an approximate and faster solution for the prob-
lem in this study. To illustrate the performance of proposed local search method, we solve our problem with different
solution techniques in the literature. These are fully fuzzy linear programming (FFLP), possibilistic linear programming
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(PLP) and fuzzy chance constrained programming techniques. As seen in Section 3, fuzzy constraints are equality con-
straints. Therefore, we select the adaptive solution techniques for fuzzy equality constraints. Among FFLP solution
methods, we select methods of Allahviranloo, Lotfi, and Kiasary (2008), Kumar, Kaur, and Singh (2010, 2011) and
Jayalakshmi and Pandian (2012). As PLP methods, we use methods of Lai and Hwang (1992) and Fullér (1986).
Furthermore, credibility-based fuzzy chance constraint technique (1998) is used to compare with our proposed method.

4.1 Proposed local search algorithm

Defuzzification methods and/or using expected values of fuzzy numbers are common ways to cope with fuzziness.
There are five different solution approaches introduced above for solving fuzzy mathematical programming. All of these
approaches need lot of CPU time when the problem size raise. Therefore, we propose a local search algorithm depen-
dent on expected values of fuzzy parameters in order to obtain an approximate solution for the problem in this study.
Firstly, each fuzzy parameter is converted to its expected value using Equation (2).

Local search is a metaheuristic method whose outputs are obtained fast and efficient for optimisation problems.
Local search method searches candidate solutions iteratively by comparing the best solution, obtained before, with each
iteration’s solution in order to improve its best solution at each iteration. In order to obtain an initial solution for running
proposed local search method, we use an algorithm that we called ‘The Serpentine Algorithm’ based on SPT and equal
work position number for all machines as follows:

Step 1: Calculate r, position number, to load equal number of jobs on machines as follows:

n: total job number
m: total machine number
r ¼ dnme.
Step 2: Sort E ~Pi

� �
values in ascending order by introducing new A kð Þ such as:

A kð Þ ¼ min E ~Pi

� �� �
; . . .;max E ~Pi

� �� �� 	
i ¼ 1; 2; 3; . . .; n and k ¼ 1; 2; 3; . . .; n

Step 3: Assign A 1ð Þ at first position of first machine, then continue to assign jobs A kð Þ until last machine with high-
est index. After completing assigned jobs at position r = 1 for all machines, do same assignment in ascending order of
processing times for r = 2 from last machine index to first machine index. This process goes on until last job assign-
ment. Figure 1 illustrates this step for 10 jobs and 3 machines and there is the pseudo code for these steps in Figure 2.

After obtaining an initial solution by the serpentine algorithm, we need to improve this solution by assuming this
problem objective is to minimise the maximum completion time. If we decrease total completion time of schedule and
try to load equal work amount for each machine, this causes a tighter schedule. In order to decrease total completion
time and load equal work amount for each machine, there are five swap rules introduced in Figure 3, respectively. If a
swap operation doesn’t cause an increase in total completion time of the schedule, then that swap operation is applied.

In order to process swap operations introduced in Figure 3 between alternative solutions, we need an algorithm that
searches every possible matches for swapping. A pseudo code for swap operations’ algorithm is illustrated in Figure 4.

The algorithm in Figure 4 uses expected values of fuzzy processing times without effects of fuzzy deterioration and
learning in order to minimise the makespan of the schedule. As a result of above algorithm, we have each ith job’s

Figure 1. Assignment by the serpentine algorithm.
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location on the schedule and its basic processing time. In order to assign job’s due dates and determine the objective
value, we need another algorithm that assuming Di = Ci suggested by Baker and Trietsch (2009) for setting cost of earli-
ness/tardiness as zero. The assumption of Di = Ci directly denotes that the objective function of the problem turns into
MC �PCi. Next phase of finding an approximate solution for the problem is setting of early/tardy jobs and due-dates.
After all swap operations, completion times and processing times are recalculated by considering learning and deteriora-
tion effects for each model as follows:

P�
j½ �; r½ � ¼

P j½ � r½ �
� �þ E eB� �� �

� C�
j½ � r�1½ �

h i
� rE earð Þ 8r; j if model 1 is selected;

P j½ � r½ �
� �þ E eB� �� �

� C�
j½ � r�1½ �

E eb� �
 �
� rE earð Þ 8r; j if model 2 is selected;

P j½ � r½ �
� �þ E eB� �� �

� C�
j½ � r�1½ �

h i
� 1þ Pr�1

k¼1
P j½ �; k½ �

� E earð Þ
8r; j if model 3 is selected,

P j½ � r½ �
� �þ E eB� �� �

� C�
j½ � r�1½ �

E eb� �
 �
� 1þ Pr�1

k¼1
P j½ �; k½ �

� E earð Þ
8r; j if model 4 is selected;

8>>>>>>>>>>>><>>>>>>>>>>>>:
(28)

Figure 2. Pseudo code for the serpentine algorithm.

Figure 3. Illustrations of swap rules in local search algorithm.
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C�
j½ � 0½ � ¼ 0 8j; (29)

C�
j½ � r½ � ¼ P�

j½ � r½ � þ C�
j½ � r�1½ � 8r; j; (30)

Figure 4. Pseudo code for swap operations’ algorithm.
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where C�
j½ � r½ � is expected actual completion time and P�

j½ � r½ � is expected actual processing time under effects of learning
and deterioration. Due to all penalty costs are same for all jobs, any policy for any job can apply for all schedule i.e. all
jobs are tardy or early or completed on their due dates. Setting all due dates as Di = Ci is an initial solution for the
problem. The objective functions in Equation (31) represent three different situations in which all jobs completed on
time, tardy and early, respectively.

f ¼
f1 ¼ MC �PDi if Di ¼ Ci;

f2 ¼ MC �PDi þMB �P Ci � Dið Þ if Di\Ci and Di ¼ Di;
f3 ¼ MC �P �Di þMA �Pð�Di � CiÞ if Di [Ci and Di ¼ �Di:

8<: (31)

In Equation (31), objective function f1 denotes that all jobs’ due dates equal to their completion times obtained from
Equations (28)–(30). f2 is an objective function when all jobs completed early and f3 is for the case in which all jobs
are tardy. Figure 5 illustrates all situations and it shows that Di value tends to infinity. On the contrary, �Di can just get
values between zero and Ci.

Theorem 1: Although early penalty cost is the lowest, setting all jobs early does not improve the objective function of
the schedule obtained after swap operations. By ignoring early penalty and selecting less penalty type, DM should
set all jobs’ situation as tardy or on time. There are two different cases; these are MA < MB < MC and < MC < MB,
respectively. In case of MA < MB = MC, DM may choose MB or MC.

Proof 1: In case of MA < MB < MC, let A is the objective function value except assigning the last job on any machine.
S is the schedule that the last job is tardy and S0 is the schedule that the last job is early. If objective function f Sð Þ is
less then f S0ð Þ, then S schedule dominates S′ schedule.

f Sð Þ ¼ AþMB � Ci � Dið Þ þMC � Di½ �;

f S0ð Þ ¼ AþMA � �Di � Cið Þ þMC � �Di½ �;

f ðS0Þ � f Sð Þ ¼ AþMA � �Di � Cið Þ þMC � �Di½ � � AþMB � Ci � Dið Þ þMC � Di½ �;

f ðS0Þ � f Sð Þ ¼ MA � �Di �MA � Ci þMC � Di �MB � Ci þMB � Di: (32)

Equation (32) may be rewritten using �Di ¼ eþ Ci and Di ¼ Ci � t as follows:

f ðS0Þ � f Sð Þ ¼ e � MAþMCð Þ þ Ci � MAþMCð Þ � Ci � MAþMBð Þ þ t � MC �MBð Þ � Ci � MC �MBð Þ;
f ðS0Þ � f Sð Þ ¼ e � MAþMCð Þ þ t � MC �MBð Þ;

Figure 5. Tardy, early and on time completion of jobs.
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where e[ 0 and t > 0 are any earliness and tardiness values for the last job. Since MC > MB, MA + MC > 0, e > 0 and
t > 0. In case of MA\MB\MC; f ðS0Þ � f Sð Þ is greater than zero and this denotes that S schedule dominates S′.

In case of MA < MC < MB, let S is the schedule that the last job is completed on its due date and S′ is the schedule
that the last job is early. If objective function f Sð Þ is less then f S0ð Þ, then S schedule dominates S′ schedule.

f S0ð Þ ¼ AþMA � �Di � Cið Þ þMC � �Di½ �;

f Sð Þ ¼ AþMC � Di½ �;

f ðS0Þ � f Sð Þ ¼ AþMA � �Di � Cið Þ þMC � �Di½ � � AþMC � Di½ �: (33)

Equation (33) is rewritten using Di ¼ Ci as follows:

f S0ð Þ � f Sð Þ ¼ MA � �Di �MA � Ci þMC � �Di �MC � Ci;

f ðS0Þ � f Sð Þ ¼ �Di � MAþMCð Þ � Ci � MAþMCð Þ;

f ðS0Þ � f Sð Þ ¼ MAþMCð Þ � �Di � Cið Þ: (34)

Since �Di [Ci and MAþMC[ 0, Equation (34) illustrates that f ðS0Þ � f Sð Þ[ 0 and S schedule dominates S′ schedule
in case of MA < MC < MB. Thus, Theorem 1 is proved for each situation.

Theorem 2: Although, early penalty cost is the smallest positive value among objective function coefficients, setting
all jobs’ situation as early does not improve the objective function value. This situation is defined and proved in Theo-
rem 1 and Proof 1. By ignoring early penalty cost, selecting small cost coefficient and setting all jobs’ situation as that
cost type is more efficient solution for our problem, i.e. if tardy penalty is less than completing job on time, then setting
all jobs’ due dates as zero and tardiness for all job as Ti ¼ Ci8i gives more efficient solution for our problem. On the
contrary, if MC < MB, then setting all jobs’ due dates as Di ¼ Ci8i gives more efficient solution.

Proof 2: In case of MB < MC, let S is the schedule that last job is tardy and S′ is the schedule that the last job is com-
pleted on time. If the objective function of S is smaller than S′’s objective function, then S dominates S′.

f ðS0Þ ¼ AþMC � Di½ �;
f Sð Þ ¼ AþMC � Di þMB � Ci � Dið Þ½ �;

f ðS0Þ � f Sð Þ ¼ AþMC � Di½ � � AþMC � Di þMB � Ci � Dið Þ½ �: (35)

If we regulate Equation (35) using Di ¼ Ci � t and Di = Ci as follows:

f S0ð Þ � f Sð Þ ¼ MC � Ci �MC � Ci � tð Þ �MB � Ci � Ci þ tð Þ;

f ðS0Þ � f Sð Þ ¼ MC �MBð Þ � t:
Since MB < MC, f ðS0Þ � f Sð Þis greater than zero and it proves that S schedule dominates S′ schedule. In case of
MB > MC, S′ schedule dominates S schedule and setting all jobs’ due dates as Di = Ci gives more efficient solution.

Using Theorems 1 and 2, the due date assignment algorithm has four steps as follows:
Step 1: Read all necessary values (n;m; r) and P j½ � r½ � outputs from swap operations’ algorithm.
Step 2: Using Equations (28)–(30), calculate P� j½ � r½ � and C� j½ � r½ �. Create the initial solution providing that

Di ¼ Ci8i:
Step 3: Using Theorems 1 and 2, assign jobs’ due dates.
Step 4: Using Equation (31), calculate the objective value of the problem.
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5. Numerical examples

In this section, we illustrate some numerical examples with different sets of objective coefficients. For MA, MB and MC
values, respectively, these sets are (10, 5, 3), (10, 3, 5), (5, 10, 3), (5, 3, 10), (3, 10, 5), (3, 5, 10) and (3, 3, 3). Fuzzy
processing times for 10 jobs are shown in Table 1. Firstly, we examine all of solution approaches introduced in
Section 4, with 10 jobs and 2 parallel machines. Mathematical models were solved by DICOPT solver in Gams 21.6
software using a standard desktop computer that has CPU of Intel Core i5, 2.8 GHz and 4 GB RAM. The proposed
local search algorithm was coded and solved using same computer with Excel 2010 VBA. For all numerical examples,
fuzzy learning effect, linear deterioration effect and non-linear deterioration effect are ~a ¼ �0:018;�0:016;�0:014f g,
~B ¼ 0:06; 0:08; 0:09f g and ~b ¼ 0:1; 0:2; 0:3f g, respectively.

There are seven different sets of objective coefficients and four different models. In order to compare solution
approaches, we present results according to all models in Table 2.

As shown in Table 2, all results of solution approaches are close to each other for each model. Since methods of
deffuzzification and copying with fuzziness used in solution approaches are different than each other and the problem is
a MINLP with non-linear functions, we cannot expect that solution approaches’ results are the same and all methods
give the same schedule. The ranking method of Allahviranloo, Lotfi, and Kiasary’s (2008) approach is similar to the
expected value of fuzzy numbers used in our proposed local search method. The method of Kumar, Kaur, and Singh’s
(2010, 2011) produces better objective function values for some problems. The main reason of these differences between
Kumar, Kaur, and Singh’s (2010, 2011) method and others including local search is that Kumar, Kaur, and Singh’s
(2010, 2011) method considers only expected value of a fuzzy objective function and all fuzzy constraints in their
method are executed for three times for left, peak and right values of fuzzy parameters in a single model. Kumar, Kaur,
and Singh’s (2010, 2011) method searches the best solution by considering only deffuzzied decision variables in objec-
tive function. Our proposed local search method deffuzzies all fuzzy parameters at the beginning. For a triangular fuzzy
number such as {10, 22, 32}, local search and Allahviranloo, Lotfi, and Kiasary’s (2008) method produce a number of
21.5. Fullér (1986) and Liu and Iwamura’s (for α = 0.5) methods produce 23.33 and 22 for the same fuzzy number,
respectively. In Lai and Hwang’s (1992) method, decison variables are deterministic and rest of all parameters in a stan-
dard linear programming model are in form of triangular fuzzy numbers with triangular possibility distributions. We
expanded Lai and Hwang’s (1992) method by considering all parameters and decision variables in form of triangular
fuzzy numbers. Lai and Hwang’s (1992) (for β = 0.5) method produces another triple illustration of the same triangular
fuzzy number as {16, 22, 27} and solve the original problem at least seven times in order to maximise level of interac-
tion among negative and positive ideal solutions of sub three problems of the original problem. On the other hand,
Kumar, Kaur, and Singh (2010, 2011) uses the same deffuzzfication method for only objective function of the problem.
In Jayalakshmi and Pandian’s (2012) method executes the original model three times for left, peak and right values of
fuzzy parameters. Furthermore, there is no deffuzzfication or crisp equality for fuzzy constraints and numbers in their
method. The differences in objective function values can be explained with the differences in solution approaches. The
objective function value of the best schedule obtained proposed local search can be less or more than other method’s
objective function values because of these differences, if we calculate the same schedule using other methods. Therefore,
we can say that the performance of proposed local search method for each model seems good enough to cope with large
scale problems by comparing our method and Allahviranloo, Lotfi, and Kiasary’s (2008) method because both of two
method uses the same deffuzzication method. The results in Table 2 can be used for future comparisons of the readers
who want to repeat this study or want to put forward a better solution algorithm. Table 3 illustrates CPU times in

Table 1. Fuzzy processing times for numerical examples with 10 jobs/2 machines.

i ~Pi ¼ PL
i ;P

C
i ;P

R
i

� 	
1 {9, 13, 14}
2 {13, 17, 19}
3 {15, 16, 19}
4 {8, 13, 16}
5 {10, 13, 16}
6 {9, 12, 14}
7 {11, 13, 16}
8 {12, 14, 18}
9 {20, 23, 26}
10 {11, 13, 16}
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seconds for each model with different numbers of jobs and machines. Fuzzy learning and deterioration effects are same
fuzzy numbers used previously in this section. For the problems in Table 3; the objective function coefficients MA, MB
and MC are 10, 5 and 3, respectively. Fuzzy processing times for these problems are generated randomly except first
ten jobs using the algorithm introduced in Figure 6.

For 10 jobs and 2 machines problems, each of fuzzy mathematical programming approaches takes more than forty
minutes to find a solution. Proposed local search algorithm takes nearly 0.07 s for finding a solution for the same
problem size.

6. Conclusion

In this study, we have studied a multi-objective parallel machine scheduling problem under fully fuzzy environment with
fuzzy job deterioration effect, fuzzy learning effect and fuzzy processing times. In our problem, due dates are decision
variables and this problem is also due date assignment problem for parallel machines under fuzzy environment. Further-
more, we investigated multiple solution approaches for our problem by comparing their results. Moreover, we proposed
a local search method that uses SPT rule of expected values of fuzzy processing time and uses an initial solution algo-
rithm that we called the serpentine algorithm. Numerical examples for different penalties were illustrated in Section 5
and results of different solution approaches are close to each other’s. In fact, each solution approach gives an efficient
solution for the fuzzy problem but when the problem size raises, execution times of all solution approaches based on
mathematical models increase progressively. Therefore, for large scale problems, our proposed local search method may
take logical running time by obtaining efficient solutions. Furthermore, the serpentine algorithm and proposed local
search can be used for parallel machine scheduling problem when the objective is to minimise the makespan under
effects of learning and deterioration. Fuzzification techniques and fuzzy mathematical programming approaches intro-
duced in this paper can be used in order to deal with earliness/tardiness or due date assignment parallel machine
scheduling problems when DM’s judgement is biased and scheduling parameters cannot be well measured. For future
comparisons, results of different solution approaches can be used.

Table 3. CPU times in seconds of proposed local search method for each model.

# of jobs # of machines Time for Model 1 (in s) Time for Model 2 (in s) Time for Model 3 (in s) Time for Model 4 (in s)

10 2 0.06 0.06 0.06 0.08
20 3 0.19 0.19 0.16 0.16
50 4 0.89 0.88 0.89 0.91
100 8 6.86 6.84 6.82 6.86
250 10 51.20 51.88 51.18 51.31
500 20 420.61 437.11 434.26 438.20
750 30 1504.00 1489.77 1519.24 1469.59
1000 40 3342.44 3054.71 2977.96 3125.54

Figure 6. The algorithm for generating fuzzy processing numbers.
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