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#### Abstract

The aim of this paper is to introduce almost generalized proximal $(\alpha-\psi-\varphi-\theta)$-weakly contractive mappings with rational expressions and prove the best proximity point theorems for such mappings. The main results of this paper are generalizations of several comparable results in the literature.
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## 1. Introduction

The existence and uniqueness of a fixed point of non-self mappings is one of the interesting subjects in fixed point theory. In fact, given nonempty closed subsets A and B of a complete metric space ( $X, d$ ), a contraction non-self-mapping $T: A \rightarrow B$ does not necessarily yield a fixed point $T x=x$. In this case, it is very natural to investigate whether there is an element $x$ such that $d(x, T x)$ is minimum. A notion of best proximity point appears at this point. Let $(X, d)$ is a metric space, and $A, B$ are subsets of $X$. A point $x$ is called best proximity point of $T: A \rightarrow B$ if $d(x, T x)=d(A, B)$, where $d(A, B)=\inf \{d(x, y): x \in A, y \in B\}$.
$A$ best proximity point represents an optimal approximate solution to the equation $T x=x$ whenever a non-self-mapping $T$ has no fixed point. It is clear that a fixed point coincides with a best proximity point if $d(A, B)=0$. Since a best proximity point reduces to a fixed point if the underlying mapping is assumed to be self-mappings, the best proximity point theorems are natural generalizations of the Banach's contraction principle.

[^0]In 1969, Fan [16] introduced the notion of a best proximity and established a classical best approximation theorem. Subsequently, many researchers have studied the best proximity point results in many ways (see in [12, 19, 20, 22, 24, 32-34, 37]).

The concept of b-metric space is a generalization of a metric space that was introduced by Bakhtin [6]. In 1989, Bakhtin [6] introduced the concept of b-metric space and presented the contraction mapping in b-metric spaces and later extensively used by Czerwik in [9, 10]. The first important difference between a metric and a b-metric is that the b-metric need not be a continuous function in its two variables, see [25, Example 13]. This led to many fixed point theorems on b-metric spaces being stated, so the readers may refer to $[1-4,7,14,17,18,27-31,35,38]$ and references therein.

## 2. Preliminaries

We recall the main concepts needed to present our results.
Let $A$ and $B$ be two nonempty subsets of a metric space $(X, d)$. We denote by $A_{0}$ and $B_{0}$ the following sets:

$$
\begin{aligned}
& A_{0}=\{x \in A: d(x, y)=d(A, B) \text { for some } y \in B\} \\
& B_{0}=\{y \in B: d(x, y)=d(A, B) \text { for some } x \in A\}
\end{aligned}
$$

where $d(A, B)=\inf \{d(x, y): x \in A, y \in B\}$. We refer to [24] for sufficient conditions that guarantee that $A_{0}$ and $B_{0}$ are nonempty.

Definition 2.1 ([10]). Let $X$ be a non-empty set and $d: X \times X \rightarrow[0, \infty)$ be a function such that for all $x, y, z \in X$ and some $s \geqslant 1$,
(1) $d(x, y)=0$ if and only if $x=y$;
(2) $d(x, y)=d(y, x)$;
(3) $d(x, y) \leqslant s[d(x, z)+d(z, y)]$.

Then $d$ is called a b-metric on $X$ and $(X, d, s)$ is called a b-metric space.
Definition 2.2 ([10]). Let ( $\mathrm{X}, \mathrm{d}, \mathrm{s}$ ) be a b-metric space. Then
(1) A sequence $x_{n}$ is called convergent to $x$, written $\lim _{n \rightarrow \infty} x_{n}=x$, if $\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=0$.
(2) A sequence $x_{n}$ is called Cauchy in $X$ if $\lim _{n, m \rightarrow \infty} d\left(x_{n}, x_{m}\right)=0$.
(3) $(X, d, s)$ is called complete if each Cauchy sequence is a convergent sequence.

Lemma 2.3 ([1]). Let $(X, d, s)$ be a $b$-metric space and $\lim _{n \rightarrow \infty} x_{n}=x, \lim _{n \rightarrow \infty} y_{n}=y$. Then
(a)

$$
\frac{1}{s^{2}} d(x, y) \leqslant \liminf _{n \rightarrow \infty} d\left(x_{n}, y_{n}\right) \leqslant \limsup _{n \rightarrow \infty} d\left(x_{n}, y_{n}\right) \leqslant s^{2} d(x, y)
$$

In particular, if $x=y$, then $\lim _{n \rightarrow \infty} \mathrm{~d}\left(x_{n}, y_{n}\right)=0$.
(b) For each $z \in X$,

$$
\frac{1}{s} d(x, z) \leqslant \liminf _{n \rightarrow \infty} d\left(x_{n}, z\right) \leqslant \limsup _{n \rightarrow \infty} d\left(x_{n}, z\right) \leqslant s d(x, z)
$$

Definition 2.4 ([23]). Let $\Phi$ denote the set of all functions $\phi:[0, \infty) \rightarrow[0, \infty)$ which satisfy
(i) $\phi$ is continuous and nondecreasing;
(ii) $\phi(t)=0$ if and only if $t=0$.

Definition 2.5. Let $\Psi$ denote the set of all functions $\psi:[0, \infty) \rightarrow[0, \infty)$ which satisfy $\lim _{t \rightarrow r} \psi(t)>0$ for all $r>0$ and $\lim _{t \rightarrow 0^{+}} \psi(t)=0$.

Definition 2.6. Let $\Theta$ denote the set of all functions $\theta:[0, \infty) \rightarrow[0, \infty)$ which satisfy
(i) $\theta$ is continuous;
(ii) $\theta(\mathrm{t})=0$ if and only if $\mathrm{t}=0$.

In 1975, Dass and Gupta [11] extended the Banach contraction principle through rational expressions as follows.

Theorem 2.7 ([11]). Let ( $X, d$ ) be a complete metric space and $T: X \rightarrow X$ be a self map of $X$. If there exist $\alpha, \beta \geqslant 0$ with $\alpha+\beta<1$ satisfying

$$
d(T x, T y) \leqslant \alpha \frac{d(y, T y)[1+d(x, T x)]}{1+d(x, y)}+\beta d(x, y)
$$

for all $x, y \in X$, then $T$ has a unique fixed point in $X$.
Theorem 2.8 ([15]). Let ( $\mathrm{X}, \mathrm{d}$ ) be a complete metric space and let $\mathrm{T}: \mathrm{X} \rightarrow \mathrm{X}$ be a self map of X . If there exist $\psi, \varphi \in \Phi$ such that

$$
\varphi(\mathrm{d}(\mathrm{~T} x, \mathrm{~T} y)) \leqslant \varphi(\mathrm{d}(x, y))-\psi(\mathrm{d}(\mathrm{x}, \mathrm{y}))
$$

for all $x, y \in X$. Then $T$ has a unique fixed point in $X$.
Doric [13] extended Theorem 2.8 to a pair of self maps by replacing the monotonicity and continuity of $\psi$ by lower semi continuity, and Doric's result for the case of single self map is the following.

Theorem 2.9 ([13]). Let ( $\mathrm{X}, \mathrm{d}$ ) be a complete metric space and let $\mathrm{T}: \mathrm{X} \rightarrow \mathrm{X}$ be a self maps of X . If there exist $\varphi \in \Phi$ and $\psi \in \Psi$ such that

$$
\varphi(\mathrm{d}(\mathrm{~T} x, \mathrm{~T} y)) \leqslant \varphi(M(x, y))-\psi(M(x, y))
$$

for all $x, y \in X$, where

$$
\begin{equation*}
M(x, y)=\max \left\{d(x, y), d(T x, x), d(T y, y), \frac{1}{2}[d(y, T x)+d(x, T y)]\right\} \tag{2.1}
\end{equation*}
$$

Then T has a unique fixed point in X .
Recently, Chandok et al. [8] introduced the following class of functions and used these functions to define weakly contractive maps.
$\Psi_{1}=\left\{\psi:[0, \infty) \rightarrow[0, \infty) \mid\right.$ for any sequence $\left\{x_{n}\right\} \in[0, \infty)$ with $\left.x_{n} \rightarrow t>0, \liminf _{n \rightarrow \infty} \psi\left(x_{n}\right)>0\right\}$.
In 2015, Chandok et al. [8] improved condition (2.1) of Theorem 2.9 by involving rational expressions using $\psi \in \Psi_{1}$ and proved the following.

Theorem 2.10 ([8]). Let $(X, d, \leqslant)$ be a partially ordered complete metric space. Let $T: X \rightarrow X$ be a continuous and non-decreasing mapping of $X$. Assume that there exist $\varphi \in \Phi$ and $\psi \in \Psi_{1}$ such that

$$
\varphi(d(T x, T y)) \leqslant \varphi(M(x, y))-\psi(N(x, y))
$$

for all $x, y \in X$, where

$$
M(x, y)=\max \left\{\frac{d(y, T y)[1+d(x, T x)]}{1+d(x, y)}, \frac{d(y, T x)[1+d(x, T y)]}{1+d(x, y)}, d(x, y)\right\}
$$

and

$$
\mathrm{N}(\mathrm{x}, \mathrm{y})=\max \left\{\frac{\mathrm{d}(\mathrm{y}, \mathrm{Ty})[1+\mathrm{d}(\mathrm{x}, \mathrm{Tx})]}{1+\mathrm{d}(\mathrm{x}, \mathrm{y})}, \mathrm{d}(\mathrm{x}, \mathrm{y})\right\}
$$

If there exists $x_{0} \in \mathrm{X}$ with $\mathrm{x}_{0} \leqslant \mathrm{~T} x_{0}$, then T has a fixed point.

Babu Gutti and Pathina [5] introduced $(\varphi, \psi)$-almost generalized weakly contractive map as follows.
Definition 2.11 ([5]). Let ( $X, \leqslant, d$ ) be a partially ordered metric space. Let $T: X \rightarrow X$ be a self map of $X$. If there exist $\varphi \in \Phi$ and $\psi \in \Psi_{1}$ such that

$$
\varphi(\mathrm{d}(\mathrm{~T} x, \mathrm{~T} y)) \leqslant \varphi\left(\mathrm{M}_{1}(\mathrm{x}, \mathrm{y})\right)-\psi\left(\mathrm{M}_{2}(\mathrm{x}, \mathrm{y})\right)+\mathrm{LN}(\mathrm{x}, \mathrm{y})
$$

for all $x, y \in X$, with $x \leqslant y$ where

$$
\begin{align*}
& M_{1}(x, y)=\max \left\{\frac{d(y, T y)[1+d(x, T x)]}{1+d(x, y)}, \frac{d(y, T x)[1+d(x, T y)]}{1+d(x, y)}, d(x, y)\right\},  \tag{2.2}\\
& M_{2}(x, y)=\max \left\{\frac{d(y, T y)[1+d(x, T x)]}{1+d(x, y)}, d(x, y)\right\}, \tag{2.3}
\end{align*}
$$

and

$$
\begin{equation*}
N(x, y)=\min \left\{d(x, T x), d(y, T y), d(y, T x), \frac{d(y, T x)[1+d(x, T y)]}{1+d(x, y)}\right\} \tag{2.4}
\end{equation*}
$$

then we say that $T$ is a $(\varphi, \psi)$-almost generalized weakly contractive map on $X$.
Samet et al. [36] defined the notion of $\alpha$-admissible mapping as follows.
Definition 2.12 ([36]). Let $\alpha: \mathrm{X} \times \mathrm{X} \rightarrow[0, \infty)$ be a function. We say that a self-mapping $\mathrm{T}: \mathrm{X} \rightarrow \mathrm{X}$ is $\alpha$-admissible if

$$
x, y \in X, \quad \alpha(x, y) \geqslant 1 \Rightarrow \alpha(T x, T y) \geqslant 1 .
$$

Karapinar et al. [21] introduced the notion of triangular $\alpha$-admissible mapping as follows.
Definition 2.13 ([21]). Let $\alpha: \mathrm{X} \times \mathrm{X} \rightarrow[-\infty, \infty)$ be a function. We say that a self-mapping $T: X \rightarrow X$ is triangular $\alpha$-admissible if

$$
x, y \in X, \quad \alpha(x, y) \geqslant 1 \Rightarrow \alpha(T x, T y) \geqslant 1,
$$

and

$$
x, y, z \in X, \quad\left\{\begin{array}{l}
\alpha(x, z) \geqslant 1, \\
\alpha(z, y) \geqslant 1
\end{array} \quad \Longrightarrow \alpha(x, y) \geqslant 1 .\right.
$$

Kumam et al. [26] defined the notion of triangular $\alpha$-proximal admissible as follows.
Definition 2.14 ([26]). Let $A, B$ be two nonempty subsets of a metric space ( $X, d$ ) and $\alpha: A \times A \rightarrow[0, \infty$ ) be a function. We say that a non-self mapping $\mathrm{T}: A \rightarrow B$ triangular $\alpha$-proximal admissible if, for all $x, y, z, x_{1}, x_{2}, u_{1}, u_{2} \in A$,
(T1) $\left\{\begin{array}{l}\alpha\left(x_{1}, x_{2}\right) \geqslant 1, \\ d\left(u_{1}, T x_{1}\right)=d(A, B), \quad \Longrightarrow \alpha\left(u_{1}, u_{2}\right) \geqslant 1, \\ d\left(u_{2}, T x_{2}\right)=d(A, B)\end{array}\right.$

$$
\left\{\begin{array}{l}
\alpha(x, z) \geqslant 1,  \tag{T2}\\
\alpha(z, y) \geqslant 1
\end{array} \quad \Longrightarrow \alpha(x, y) \geqslant 1\right.
$$

The main purpose of this paper is to introduce almost generalized ( $\alpha-\psi-\varphi-\theta$ )-proximal weakly contractive mapping with rational expression and to prove the best proximity point theorem for such mappings. In this way, we use the conditions (2.2), (2.3), and (2.4) of Definition 2.11 without taking $\psi \in \Psi_{1}$. Our results generalize several comparable results in the recent literature.

## 3. Main results

In this section, we first define the notion of almost generalized ( $\alpha-\psi-\varphi-\theta$ )-proximal weakly contractive mapping with rational expression. Then we proof best proximity point theorem for such mapping.
Definition 3.1. Let ( $X, d$ ) be a b-metric space. Let $A, B$ be nonempty subsets of $X$, and $T: A \rightarrow B$ be mappings. We say that $T$ is an almost generalized $(\alpha-\psi-\varphi-\theta)$-proximal weakly contractive mapping for all $x_{1}, x_{2}, u_{1}, u_{2} \in A$, if there exist $\alpha: X \times X \rightarrow \mathbb{R}$ and $\psi \in \Psi, \phi \in \Phi$ and $\theta \in \Theta$ and some $L \geqslant 0$, we
have

$$
\left\{\begin{array}{l}
d\left(u_{1}, T x_{1}\right)=d(A, B),  \tag{3.1}\\
d\left(u_{2}, T x_{2}\right)=d(A, B),
\end{array} \quad \Longrightarrow \alpha\left(x_{1}, x_{2}\right) \psi\left(s^{3} d\left(u_{1}, u_{2}\right)\right) \leqslant \psi\left(M_{1}\left(x_{1}, x_{2}\right)\right)-\varphi\left(M_{2}\left(x_{1}, x_{2}\right)\right)+L \theta\left(N\left(x_{1}, x_{2}\right)\right)\right.
$$

On the other hand,

$$
\begin{aligned}
& M_{1}\left(x_{1}, x_{2}\right)=\max \left\{\frac{d\left(x_{2}, u_{2}\right)\left\{1+d\left(x_{1}, u_{1}\right)\right\}}{1+d\left(x_{1}, x_{2}\right)}, \frac{d\left(x_{2}, u_{1}\right)\left\{1+d\left(x_{1}, u_{2}\right)\right\}}{1+d\left(x_{1}, x_{2}\right)}, d\left(x_{1}, x_{2}\right)\right\} \\
& M_{2}\left(x_{1}, x_{2}\right)=\max \left\{\frac{d\left(x_{2}, u_{2}\right)\left\{1+d\left(x_{1}, u_{1}\right)\right\}}{1+d\left(x_{1}, x_{2}\right)}, d\left(x_{1}, x_{2}\right)\right\} \\
& N\left(x_{1}, x_{2}\right)=\min \left\{d\left(x_{1}, u_{1}\right), d\left(x_{2}, u_{2}\right), d\left(x_{2}, u_{1}\right), \frac{d\left(x_{2}, u_{1}\right)\left\{1+d\left(x_{1}, u_{2}\right)\right\}}{1+d\left(x_{1}, x_{2}\right)}\right\}
\end{aligned}
$$

Theorem 3.2. Let $(X, d)$ be a complete $b$-metric space. Let $A, B$ be nonempty closed subsets of $X$ such that $A_{0} \neq \emptyset$.
Let $\mathrm{T}: \mathrm{A} \rightarrow \mathrm{B}$ be a mapping satisfying the following conditions:
(a) $T$ is continuous and $T\left(A_{0}\right) \subseteq B_{0}$;
(b) T is triangular $\alpha$-proximal admissible;
(c) $T$ is an almost generalized $(\alpha-\psi-\varphi-\theta)$-proximal weakly contractive mapping on $A$;
(d) there exist elements $x_{0}, x_{1} \in A_{0}$ such that

$$
\mathrm{d}\left(\mathrm{x}_{1}, \mathrm{~T} x_{0}\right)=\mathrm{d}(A, B) \text { and } \alpha\left(x_{0}, x_{1}\right) \geqslant 1
$$

Then T has a best proximity point. Further, the best proximity point is unique if for all $\mathrm{x}, \mathrm{y} \in \mathrm{A}$ such that $\mathrm{d}(\mathrm{x}, \mathrm{T} x)=\mathrm{d}(A, B)=\mathrm{d}(\mathrm{y}, \mathrm{T} y)$, we have $\alpha(\mathrm{x}, \mathrm{y}) \geqslant 1$.
Proof. Let $x_{0}, x_{1} \in A_{0}$ such that

$$
d\left(x_{1}, T x_{0}\right)=d(A, B) \text { and } \alpha\left(x_{0}, x_{1}\right) \geqslant 1
$$

Therefore, $x_{1} \in A_{0}$, since $T\left(A_{0}\right) \subseteq B_{0}$ and $T$ is triangular $\alpha$-proximal admissible there exists $x_{2} \in A_{0}$ such that

$$
d\left(x_{2}, T x_{1}\right)=d(A, B) \text { and } \alpha\left(x_{1}, x_{2}\right) \geqslant 1
$$

Continuing this process, we obtain a sequence $\left\{x_{n}\right\}$ in $A_{0}$ such that for all $n \in \mathbb{N}$,

$$
\left\{\begin{array}{l}
\alpha\left(x_{n-1}, x_{n}\right) \geqslant 1 \\
d\left(x_{n}, T x_{n-1}\right)=d(A, B) \\
d\left(x_{n+1}, T x_{n}\right)=d(A, B)
\end{array}\right.
$$

Since, T is an almost generalized $(\alpha-\psi-\varphi-\theta)$-proximal weakly contractive mapping, we have

$$
\begin{align*}
\psi\left(d\left(x_{n}, x_{n+1}\right)\right) & \leqslant \psi\left(s^{3} d\left(x_{n}, x_{n+1}\right)\right) \\
& \leqslant \alpha\left(x_{n-1}, x_{n}\right) \psi\left(s^{3} d\left(x_{n}, x_{n+1}\right)\right)  \tag{3.2}\\
& \leqslant \psi\left(M_{1}\left(x_{n-1}, x_{n}\right)\right)-\varphi\left(M_{2}\left(x_{n-1}, x_{n}\right)\right)+\operatorname{L\theta }\left(N\left(x_{n-1}, x_{n}\right)\right)
\end{align*}
$$

for all $n \in \mathbb{N}$, where

$$
\begin{align*}
M_{1}\left(x_{n-1}, x_{n}\right) & =\max \left\{\frac{d\left(x_{n}, x_{n+1}\right)\left\{1+d\left(x_{n-1}, x_{n}\right)\right\}}{1+d\left(x_{n-1}, x_{n}\right)}, \frac{d\left(x_{n}, x_{n}\right)\left\{1+d\left(x_{n-1}, x_{n+1}\right)\right\}}{1+d\left(x_{n-1}, x_{n}\right)}, d\left(x_{n-1}, x_{n}\right)\right\} \\
& =\max \left\{d\left(x_{n}, x_{n+1}\right), 0, d\left(x_{n-1}, x_{n}\right)\right\} \\
& =\max \left\{d\left(x_{n}, x_{n+1}\right), d\left(x_{n-1}, x_{n}\right)\right\}, \\
M_{2}\left(x_{n-1}, x_{n}\right) & =\max \left\{\frac{d\left(x_{n}, x_{n+1}\right)\left\{1+d\left(x_{n-1}, x_{n}\right)\right\}}{1+d\left(x_{n-1}, x_{n}\right)}, d\left(x_{n-1}, x_{n}\right)\right\}  \tag{3.3}\\
& =\max \left\{d\left(x_{n}, x_{n+1}\right), d\left(x_{n-1}, x_{n}\right)\right\}, \\
N\left(x_{n-1}, x_{n}\right) & =\min \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right), d\left(x_{n}, x_{n}\right), \frac{d\left(x_{n}, x_{n}\right)\left\{1+d\left(x_{n-1}, x_{n+1}\right)\right\}}{1+d\left(x_{n-1}, x_{n}\right)}\right\}, \\
& =\min \left\{d\left(x_{n-1}, x_{n}\right), d\left(x_{n}, x_{n+1}\right), 0,0\right\}=0 .
\end{align*}
$$

By applying the inequality (3.2) and using (3.3) we have

$$
\begin{align*}
\psi\left(d\left(x_{n}, x_{n+1}\right)\right) & \leqslant \psi\left(s^{3} d\left(x_{n}, x_{n+1}\right)\right) \\
& \leqslant \psi\left(\max \left\{d\left(x_{n}, x_{n+1}\right), d\left(x_{n-1}, x_{n}\right)\right\}\right)-\varphi\left(\max \left\{d\left(x_{n}, x_{n+1}\right), d\left(x_{n-1}, x_{n}\right)\right\}\right)  \tag{3.4}\\
& <\psi\left(\max \left\{d\left(x_{n}, x_{n+1}\right), d\left(x_{n-1}, x_{n}\right)\right\}\right)
\end{align*}
$$

If

$$
\max \left\{d\left(x_{n}, x_{n+1}\right), d\left(x_{n-1}, x_{n}\right)\right\}=d\left(x_{n}, x_{n+1}\right)
$$

then by (3.4), we have

$$
\psi\left(d\left(x_{n}, x_{n+1}\right)\right) \leqslant \psi\left(d\left(x_{n}, x_{n+1}\right)\right)-\varphi\left(d\left(x_{n}, x_{n+1}\right)\right),<\psi\left(d\left(x_{n}, x_{n+1}\right)\right)
$$

which gives a contradiction. Thus,

$$
\max \left\{d\left(x_{n}, x_{n+1}\right), d\left(x_{n-1}, x_{n}\right)\right\}=d\left(x_{n-1}, x_{n}\right)
$$

Therefore (3.4), becomes

$$
\begin{equation*}
\psi\left(d\left(x_{n}, x_{n+1}\right)\right) \leqslant \psi\left(d\left(x_{n-1}, x_{n}\right)\right)-\varphi\left(d\left(x_{n-1}, x_{n}\right)\right),<\psi\left(d\left(x_{n-1}, x_{n}\right)\right) \quad \text { for each } n \in \mathbb{N} . \tag{3.5}
\end{equation*}
$$

Since $\psi$ is a non-decreasing mapping, it follows by (3.5) that $d\left(x_{n}, x_{n+1}\right)$ is a non-increasing sequence of positive numbers which is bounded from below. So, there exists $r \geqslant 0$ such that

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+1}\right)=r
$$

Now, we claim that $r=0$. On the contrary, assume that

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+1}\right)=r>0
$$

Since $\psi$ and $\varphi$ are continuous, it follows by taking limit as $n \rightarrow \infty$ in (3.5) that

$$
\psi(r)=\lim _{n \rightarrow \infty} \psi\left(d\left(x_{n}, x_{n+1}\right)\right) \leqslant \lim _{n \rightarrow \infty} \psi\left(d\left(x_{n-1}, x_{n}\right)\right)-\lim _{n \rightarrow \infty} \varphi\left(d\left(x_{n-1}, x_{n}\right)\right) \leqslant \psi(r)-\varphi(r) \leqslant \psi(r)
$$

Therefore, $\varphi(r)=0$, and hence $r=0$. Thus, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(x_{n}, x_{n+1}\right)=0 \tag{3.6}
\end{equation*}
$$

Now, we show that $\left\{x_{n}\right\}$ is a b-Cauchy sequence in $X$. Suppose the contrary, that is, $\left\{x_{n}\right\}$ is not a b-Cauchy sequence. Then there exists $\epsilon>0$ for which we obtain two subsequences $\left\{x_{m(i)}\right\}$ and $\left\{x_{n(i)}\right\}$ of $\left\{x_{n}\right\}$ with $n(i)>m(i) \geqslant i$ such that

$$
\begin{equation*}
\mathrm{d}\left(x_{\mathfrak{m}(i)}, x_{n(i)}\right) \geqslant \epsilon \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{d}\left(x_{m(i)}, x_{n(i)-1}\right)<\epsilon \tag{3.8}
\end{equation*}
$$

From (3.7) and (3.8) and by using the triangular inequality in a b-metric space, we obtain that

$$
\begin{equation*}
\epsilon \leqslant d\left(x_{n(i)}, x_{m(i)}\right) \leqslant \operatorname{sd}\left(x_{n(i)}, x_{n(i)-1}\right)+\operatorname{sd}\left(x_{n(i)-1}, x_{m(i)}\right) \leqslant \operatorname{sd}\left(x_{n(i)}, x_{n(i)-1}\right)+s \epsilon \tag{3.9}
\end{equation*}
$$

Taking the upper limit as $\boldsymbol{i} \rightarrow \infty$ and using (3.6), we obtain

$$
\begin{equation*}
\epsilon \leqslant \limsup _{i \rightarrow \infty} d\left(x_{m(i)}, x_{n(i)}\right) \leqslant s \epsilon \tag{3.10}
\end{equation*}
$$

Also,

$$
\begin{aligned}
\epsilon & \leqslant d\left(x_{m(i)}, x_{n(i)}\right) \leqslant \operatorname{sd}\left(x_{m(i)}, x_{n(i)+1}\right)+\operatorname{sd}\left(x_{n(i)+1}, x_{n(i)}\right) \\
& \leqslant s^{2} d\left(x_{m(i)}, x_{n(i)}\right)+s^{2} d\left(x_{n(i)}, x_{n(i)+1}\right)+\operatorname{sd}\left(x_{n(i)+1}, x_{n(i)}\right) \\
& \leqslant s^{2} d\left(x_{m(i)}, x_{n(i)}\right)+\left(s^{2}+s\right) d\left(x_{n(i)}, x_{n(i)+1}\right)
\end{aligned}
$$

So, from (3.6) and (3.10), we have

$$
\begin{equation*}
\frac{\epsilon}{s} \leqslant \limsup _{i \rightarrow \infty} d\left(x_{m(i)}, x_{n(i)+1}\right) \leqslant s^{2} \epsilon \tag{3.11}
\end{equation*}
$$

Also,

$$
\begin{aligned}
\epsilon \leqslant d\left(x_{n(i)}, x_{m(i)}\right) & \leqslant \operatorname{sd}\left(x_{n(i)}, x_{m(i)+1}\right)+\operatorname{sd}\left(x_{m(i)+1}, x_{m(i)}\right) \\
& \leqslant s^{2} d\left(x_{n(i)}, x_{m(i)}\right)+s^{2} d\left(x_{m(i)}, x_{m(i)+1}\right)+\operatorname{sd}\left(x_{m(i)+1}, x_{m(i)}\right) \\
& \leqslant s^{2} d\left(x_{n(i)}, x_{m(i)}\right)+\left(s^{2}+s\right) d\left(x_{m(i)}, x_{m(i)+1}\right)
\end{aligned}
$$

So, from (3.6) and (3.8), we have

$$
\begin{equation*}
\frac{\epsilon}{s} \leqslant \limsup _{i \rightarrow \infty} d\left(x_{n(i)}, x_{m(i)+1}\right) \leqslant s^{2} \epsilon \tag{3.12}
\end{equation*}
$$

Also,

$$
d\left(x_{m(i)+1}, x_{n(i)}\right) \leqslant \operatorname{sd}\left(x_{m(i)+1}, x_{n(i)+1}\right)+\operatorname{sd}\left(x_{n(i)+1}, x_{n(i)}\right)
$$

from (3.6) and (3.12), we have

$$
\begin{equation*}
\frac{\epsilon}{s^{2}} \leqslant \limsup _{i \rightarrow \infty} d\left(x_{n(i)+1}, x_{m(i)+1}\right) \tag{3.13}
\end{equation*}
$$

Taking (3.6), (3.8), (3.11) and (3.13) into account, we have

$$
\begin{aligned}
& \limsup _{i \rightarrow \infty} M_{1}\left(x_{m(i)}, x_{n(i)}\right)=\max \left\{\limsup _{i \rightarrow \infty} \frac{d\left(x_{n(i)}, x_{n(i)+1}\right)\left\{1+d\left(x_{m(i)}, x_{m(i)+1}\right)\right\}}{1+d\left(x_{m(i)}, x_{n(i)}\right)},\right. \\
& \limsup _{i \rightarrow \infty} \frac{d\left(x_{n(i)}, x_{m(i)+1}\right)\left\{1+d\left(x_{m(i)}, x_{n(i)+1}\right)\right\}}{1+d\left(x_{m(i)}, x_{n(i)}\right)}, \\
& \left.\limsup _{i \rightarrow \infty} d\left(x_{m(i)}, x_{n(i)}\right)\right\}, \leqslant \max \left\{d\left(0, \frac{s^{2} \epsilon\left(1+s^{2} \epsilon\right)}{1+s \epsilon}, s \epsilon\right)\right\}=s \epsilon, \\
& \limsup _{i \rightarrow \infty} M_{2}\left(x_{m(i)}, x_{n(i)}\right)=\max \left\{\limsup _{i \rightarrow \infty} \frac{d\left(x_{n(i)}, x_{n(i)+1}\right)\left\{1+d\left(x_{m(i)}, x_{m(i)+1}\right)\right\}}{1+d\left(x_{m(i)}, x_{n(i)}\right)},\right. \\
& \left.\limsup _{i \rightarrow \infty} d\left(x_{m(i)}, x_{n(i)}\right)\right\} \leqslant \max \{0, s \epsilon\}=s \epsilon, \\
& \limsup _{i \rightarrow \infty} N\left(x_{m(i)}, x_{n(i)}\right)=\min \left\{\limsup _{i \rightarrow \infty} d\left(x_{m(i)}, x_{m(i)+1}\right), \limsup _{i \rightarrow \infty} d\left(x_{n(i)}, x_{n(i)+1}\right),\right. \\
& \left.\limsup _{i \rightarrow \infty} d\left(x_{n(i)}, x_{m(i)+1}\right), \limsup _{i \rightarrow \infty} \frac{d\left(x_{n(i)}, x_{m(i)+1}\right)\left\{1+d\left(x_{m(i)}, x_{n(i)+1}\right)\right\}}{1+d\left(x_{m(i)}, x_{n(i)}\right)}\right\}, \\
& =\min \left\{0,0, s^{2} \epsilon, \frac{s^{2} \epsilon\left(1+s^{2} \epsilon\right)}{1+s \epsilon}\right\}=0 .
\end{aligned}
$$

Now, using inequality (3.1), we have

$$
\psi(s \epsilon)=\psi\left(s^{3} \cdot \frac{\epsilon}{s^{2}}\right) \leqslant \psi\left(s^{3} \limsup _{i \rightarrow \infty} d\left(x_{m(i)+1}, x_{n(i)+1}\right)\right)
$$

$$
\begin{aligned}
& =\limsup _{i \rightarrow \infty} \psi\left(s^{3} d\left(x_{m(i)+1}, x_{n(i)+1}\right)\right) \\
& \leqslant \limsup _{i \rightarrow \infty} \alpha\left(x_{m(i)}, x_{n(i)}\right) \psi\left(s^{3} d\left(x_{m(i)}, x_{n(i)}\right)\right) \\
& \leqslant \limsup _{i \rightarrow \infty}\left[\psi\left(M_{1}\left(x_{m(i)}, x_{n(i)}\right)\right)-\varphi\left(M_{2}\left(x_{m(i)}, x_{n(i)}\right)\right)+\operatorname{L\theta }\left(N\left(x_{m(i)}, x_{n(i)}\right)\right)\right] \\
& \leqslant \psi(s \epsilon)-\varphi(s \epsilon)<\psi(s \epsilon)
\end{aligned}
$$

which is a contradiction. So we conclude that $\left\{x_{n}\right\}$ is a cauchy sequence. Since $X$ is complete b-metric space and $A$ is a closed subset of $X$, there exists $X$ in $A$ such that $x_{n} \rightarrow x$. Since $T$ is continuous, $i$ follows that $\mathrm{T} x_{n} \rightarrow \mathrm{~T} x$. Thus, we have

$$
d\left(x_{n+1}, T x_{n}\right) \rightarrow d(x, T x)
$$

On the other hand, $d\left(x_{n+1}, T x_{n}\right)=d(A, B)$. Therefore $d(x, T x)=d(A, B)$. That is $x$ is best proximity point of T.

As for the uniqueness of best proximity point, we now assume that there exist $x, u \in A$. Thus we have

$$
\left\{\begin{array}{l}
\alpha(x, u) \geqslant 1 \\
d(x, T x)=d(A, B) \\
d(u, T u)=d(A, B)
\end{array}\right.
$$

Since, T is an almost generalized ( $\alpha-\psi-\varphi-\theta$ )-proximal weakly contractive mapping, we have

$$
\begin{aligned}
& \psi(d(x, u)) \leqslant \psi\left(s^{3} d(x, u)\right) \leqslant \alpha(x, u) \psi\left(s^{3} d(x, u)\right) \leqslant \psi\left(M_{1}(x, u)\right)-\varphi\left(M_{2}(x, u)\right)+L \theta(N(x, u)), \\
& \psi(d(x, u)) \leqslant \psi(d(x, u))-\varphi(d(x, u)),<\psi(d(x, u))
\end{aligned}
$$

This implies that $d(x, u)=0 \Rightarrow x=u$. Therefore, the best proximity point of $T$ is unique.
Theorem 3.3. Let $(X, d)$ be a complete b-metric space. Let $A, B$ be nonempty closed subsets of $X$ such that $A_{0} \neq \emptyset$. Let $\mathrm{T}: \mathrm{A} \rightarrow \mathrm{B}$ be a mapping satisfying the following conditions:
(a) $\mathrm{T}\left(\mathrm{A}_{0}\right) \subseteq \mathrm{B}_{0}$;
(b) T is triangular $\alpha$-proximal admissible;
(c) T is an almost generalized $(\alpha-\psi-\varphi-\theta)$-proximal weakly contractive mapping on A ;
(d) if $\left\{x_{n}\right\}$ is a sequence in $A$ such that $\alpha\left(x_{n}, x_{n+1}\right) \geqslant 1$ and $x_{n} \rightarrow x \in A$, then $\alpha\left(x_{n}, x\right) \geqslant 1$ for all $n \in \mathbb{N}$;
(e) there exists an elements $x_{0}, x_{1} \in A_{0}$ such that

$$
\mathrm{d}\left(\mathrm{x}_{1}, \mathrm{~T} x_{0}\right)=\mathrm{d}(\mathrm{~A}, \mathrm{~B}) \text { and } \alpha\left(\mathrm{x}_{0}, \mathrm{x}_{1}\right) \geqslant 1
$$

Then T has a best proximity point. Further, the best proximity point is unique if for all $\mathrm{x}, \mathrm{y} \in \mathrm{A}$ such that $d(x, T x)=d(A, B)=d(y, T y)$, we have $\alpha(x, y) \geqslant 1$.
Proof. Following the proof of Theorem 3.2, we can choose a sequence $\left\{x_{n}\right\} \subseteq A_{0}$ such that

$$
\alpha\left(x_{n+1}, x_{n}\right) \geqslant 1, \quad d\left(x_{n+1}, T x_{n}\right)=d(A, B)
$$

for all $n \in \mathbb{N}$. Also, $\left\{x_{n}\right\}$ is a Cauchy sequence and $A_{0}$ is closed, there exists an $x \in A_{0}$ such that $x_{n} \rightarrow x$, and by assumption, $\alpha\left(x_{n}, x\right) \geqslant 1$. As $T\left(A_{0}\right) \subseteq B_{0}$, there exists $u \in A_{0}$ such that

$$
\begin{equation*}
\mathrm{d}(\mathrm{u}, \mathrm{~T} x)=\mathrm{d}(\mathrm{~A}, \mathrm{~B}) \tag{3.14}
\end{equation*}
$$

Therefore, we have

$$
\left\{\begin{array}{l}
\alpha\left(x_{n}, x\right) \geqslant 1 \\
d\left(x_{n+1}, T x_{n}\right)=d(A, B) \\
d(u, T x)=d(A, B)
\end{array}\right.
$$

Since $T$ is an almost generalized ( $\alpha-\psi-\varphi-\theta$ )-proximal weakly contractive mapping on $A$, we have

$$
\begin{align*}
\psi\left(d\left(x_{n+1}, u\right)\right) \leqslant \psi\left(s^{3} d\left(x_{n+1}, u\right)\right) & \leqslant \alpha\left(x_{n}, x\right) \psi\left(s^{3} d\left(x_{n+1}, u\right)\right)  \tag{3.15}\\
& \leqslant \psi\left(M_{1}\left(x_{n}, x\right)\right)-\varphi\left(M_{2}\left(x_{n}, x\right)\right)+L \theta\left(N\left(x_{n}, x\right)\right)
\end{align*}
$$

for all $n \in \mathbb{N}$, where

$$
\begin{aligned}
& M_{1}\left(x_{n}, x\right)=\max \left\{\frac{d(x, u)\left\{1+d\left(x_{n}, x_{n+1}\right)\right\}}{1+d\left(x_{n}, x\right)}, \frac{d\left(x, x_{n+1}\right)\left\{1+d\left(x_{n}, u\right)\right\}}{1+d\left(x_{n}, x\right)}, d\left(x_{n}, x\right)\right\}, \\
& M_{2}\left(x_{n}, x\right)=\max \left\{\frac{d(x, u)\left\{1+d\left(x_{n}, x_{n+1}\right)\right\}}{1+d\left(x_{n}, x\right)}, d\left(x_{n}, x\right)\right\}, \\
& N\left(x_{n}, x\right)=\min \left\{d\left(x_{n}, x_{n+1}\right), d(x, u), d\left(x, x_{n+1}\right), \frac{d\left(x, x_{n+1}\right)\left\{1+d\left(x_{n}, u\right)\right\}}{1+d\left(x_{n}, x\right)}\right\} .
\end{aligned}
$$

On letting $n \rightarrow \infty$, we get

$$
\begin{aligned}
\lim _{n \rightarrow \infty} M_{1}\left(x_{n}, x\right) & =\max \{d(x, u), 0, d(u, x)\}=d(x, u), \\
\lim _{n \rightarrow \infty} M_{2}\left(x_{n}, x\right) & =\max \{d(x, u), d(u, x)\}=d(x, u) \\
\lim _{n \rightarrow \infty} N\left(x_{n}, x\right) & =\min \{d(u, x), d(x, u), 0,0\}=0 .
\end{aligned}
$$

Taking limit superior on both sides of the inequality (3.15), we have

$$
\psi(d(x, u)) \leqslant \psi\left(s^{3} d(x, u)\right) \leqslant \alpha(u, x) \psi\left(s^{3} d(x, u)\right) \leqslant \psi(d(x, u))-\varphi(d(x, u))+\text { L. } 0<\psi(d(x, u))
$$

which is contradiction and this implies that $d(x, u)=0$ that is $u=x$. Then from (3.14), we have $d(x, T x)=$ $d(A, B)$. The proof of uniqueness is similar to the one in Theorem 3.2.

If T is a self mapping in Theorem 3.2 and Theorem 3.3, then we get the following.
Corollary 3.4. Let $(\mathrm{X}, \mathrm{d})$ be a complete b-metric space. Let $\mathrm{T}: \mathrm{X} \rightarrow \mathrm{X}$ be a mapping satisfying the following conditions:
(a) $T$ is continuous or if $\left\{x_{n}\right\}$ is a sequence in $X$ such that $\alpha\left(x_{n}, x_{n+1}\right) \geqslant 1$ and $x_{n} \rightarrow x \in X$, then $\alpha\left(x_{n}, x\right) \geqslant 1$ for all $\mathrm{n} \in \mathbb{N}$;
(b) T is triangular $\alpha$-admissible;
(c) T is an almost generalized $(\alpha-\psi-\varphi-\theta)$-weakly contractive mapping that is

$$
\alpha(x, y) \psi\left(s^{3} d(T x, T y)\right) \leqslant \psi\left(M_{1}(x, y)\right)-\varphi\left(M_{2}(x, y)\right)+L \theta(N(x, y)
$$

for all $x, y \in X$, where

$$
\begin{aligned}
& M_{1}(x, y)=\max \left\{\frac{d(y, T y)[1+d(x, T x)]}{1+d(x, y)}, \frac{d(y, T x)[1+d(x, T y)]}{1+d(x, y)}, d(x, y)\right\}, \\
& M_{2}(x, y)=\max \left\{\frac{d(y, T y)[1+d(x, T x)]}{1+d(x, y)}, d(x, y)\right\}
\end{aligned}
$$

and

$$
N(x, y)=\min \left\{d(x, T x), d(y, T y), d(y, T x), \frac{d(y, T x)[1+d(x, T y)]}{1+d(x, y)}\right\}
$$

(d) there exist elements $x_{0}, x_{1} \in X$ such that

$$
\mathrm{d}\left(\mathrm{x}_{1}, \mathrm{~T} x_{0}\right)=0 \text { and } \alpha\left(\mathrm{x}_{0}, \mathrm{x}_{1}\right) \geqslant 1
$$

Then T has a fixed point. Further, the fixed point is unique if for all $\mathrm{x}, \mathrm{y} \in \mathrm{X}$ such that $\mathrm{d}(\mathrm{x}, \mathrm{T} \mathrm{x})=0=\mathrm{d}(\mathrm{y}, \mathrm{T} \mathrm{y})$, we have $\alpha(x, y) \geqslant 1$.

If we choose $L=0$ in Theorem 3.2 and Theorem 3.3, we deduce the following corollary.
Corollary 3.5. Let $(X, d)$ be a complete b-metric space. Let $A, B$ be nonempty closed subsets of $X$ such that $A_{0} \neq \emptyset$. Let $\mathrm{T}: \mathrm{A} \rightarrow \mathrm{B}$ be a mapping and $\alpha: \mathrm{X} \times \mathrm{X} \rightarrow \mathbb{R}$ satisfying the following condition:

$$
\alpha\left(x_{1}, x_{2}\right) \psi\left(s^{3} d\left(u_{1}, u_{2}\right)\right) \leqslant \psi\left(M_{1}\left(x_{1}, x_{2}\right)\right)-\varphi\left(M_{2}\left(x_{1}, x_{2}\right)\right)
$$

where

$$
\begin{aligned}
& M_{1}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\max \left\{\frac{\mathrm{d}\left(\mathrm{x}_{2}, \mathrm{u}_{2}\right)\left\{1+\mathrm{d}\left(\mathrm{x}_{1}, u_{1}\right)\right\}}{1+\mathrm{d}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)}, \frac{\mathrm{d}\left(\mathrm{x}_{2}, \mathrm{u}_{1}\right)\left\{1+\mathrm{d}\left(\mathrm{x}_{1}, \mathrm{u}_{2}\right)\right\}}{1+\mathrm{d}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)}, \mathrm{d}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)\right\} \\
& M_{2}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\max \left\{\frac{\mathrm{d}\left(\mathrm{x}_{2}, \mathrm{u}_{2}\right)\left\{1+\mathrm{d}\left(\mathrm{x}_{1}, u_{1}\right)\right\}}{1+\mathrm{d}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)}, \mathrm{d}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)\right\}
\end{aligned}
$$

for all $x_{1}, x_{2}, u_{1}, u_{2} \in A$ and $\psi, \varphi:[0, \infty) \rightarrow[0, \infty)$ are continuous functions satisfy $\psi(t)>\varphi(t)>0$ for $t>0$, $\psi(0)=\varphi(0)=0$, here $\psi$ is increasing. Assume also the following condition holds:
(a) $T$ is continuous or if $\left\{x_{n}\right\}$ is a sequence in $A_{0}$ such that $\alpha\left(x_{n}, x_{n+1}\right) \geqslant 1$ and $x_{n} \rightarrow x \in A$, then $\alpha\left(x_{n}, x\right) \geqslant 1$ for all $\mathrm{n} \in \mathbb{N}$;
(b) T is triangular $\alpha$-proximal admissible;
(c) $\mathrm{T}\left(\mathrm{A}_{0}\right) \subseteq \mathrm{B}_{0}$;
(d) there exist elements $x_{0}, x_{1} \in A_{0}$ such that

$$
\mathrm{d}\left(\mathrm{x}_{1}, \mathrm{~T} x_{0}\right)=\mathrm{d}(A, B) \text { and } \alpha\left(x_{0}, x_{1}\right) \geqslant 1
$$

Then T has a best proximity point. Further, the best proximity point is unique if for all $x, y \in A$ such that $\mathrm{d}(\mathrm{x}, \mathrm{T} \mathrm{x})=\mathrm{d}(A, B)=\mathrm{d}(\mathrm{y}, \mathrm{T} y)$, we have $\alpha(\mathrm{x}, \mathrm{y}) \geqslant 1$.

From Theorem 3.2 and Theorem 3.3, if the function $\alpha: X \times X \rightarrow \mathbb{R}$ is such that $\alpha(x, y)=1$ for all $x, y \in A$, we deduce the following corollary.

Corollary 3.6. Let $(X, d)$ be a complete b-metric space. Let $A, B$ be nonempty closed subsets of $X$ such that $A_{0} \neq \emptyset$. Let $\mathrm{T}: \mathrm{A} \rightarrow \mathrm{B}$ be a mapping satisfying the following condition:

$$
\psi\left(s^{3} d\left(u_{1}, u_{2}\right)\right) \leqslant \psi\left(M_{1}\left(x_{1}, x_{2}\right)\right)-\varphi\left(M_{2}\left(x_{1}, x_{2}\right)\right)+L \theta\left(N\left(x_{1}, x_{2}\right)\right)
$$

where

$$
\begin{aligned}
& M_{1}\left(x_{1}, x_{2}\right)=\max \left\{\frac{d\left(x_{2}, u_{2}\right)\left\{1+d\left(x_{1}, u_{1}\right)\right\}}{1+d\left(x_{1}, x_{2}\right)}, \frac{d\left(x_{2}, u_{1}\right)\left\{1+d\left(x_{1}, u_{2}\right)\right\}}{1+d\left(x_{1}, x_{2}\right)}, d\left(x_{1}, x_{2}\right)\right\} \\
& M_{2}\left(x_{1}, x_{2}\right)=\max \left\{\frac{d\left(x_{2}, u_{2}\right)\left\{1+d\left(x_{1}, u_{1}\right)\right\}}{1+d\left(x_{1}, x_{2}\right)}, d\left(x_{1}, x_{2}\right)\right\} \\
& N\left(x_{1}, x_{2}\right)=\min \left\{d\left(x_{1}, u_{1}\right), d\left(x_{2}, u_{2}\right), d\left(x_{2}, u_{1}\right), \frac{d\left(x_{2}, u_{1}\right)\left\{1+d\left(x_{1}, u_{2}\right)\right\}}{1+d\left(x_{1}, x_{2}\right)}\right\}
\end{aligned}
$$

for all $x_{1}, x_{2}, u_{1}, u_{2} \in A$ and $\psi, \varphi:[0, \infty) \rightarrow[0, \infty)$ are continuous functions satisfy $\psi(t)>\varphi(t)>0$ for $t>0$, $\psi(0)=\varphi(0)=0$, here $\psi$ is increasing. Assume also the following condition holds:
(a) $T$ is continuous or if $\left\{x_{n}\right\}$ is a sequence in $A_{0}$ and $x_{n} \rightarrow x \in A$ for all $n \in \mathbb{N}$;
(b) $\mathrm{T}\left(\mathrm{A}_{0}\right) \subseteq \mathrm{B}_{0}$;
(c) there exist elements $x_{0}, x_{1} \in A_{0}$ such that

$$
\mathrm{d}\left(\mathrm{x}_{1}, \mathrm{~T} x_{0}\right)=\mathrm{d}(A, B)
$$

Then T has a best proximity point. Further, the best proximity point is unique if for all $x, y \in A$ such that $d(x, T x)=d(A, B)=d(y, T y)$.

From Corollary 3.6, if $\psi(t)=t$ and $L=0$, we deduce the following corollary.
Corollary 3.7. Let $(X, d)$ be a complete b-metric space. Let $A, B$ be nonempty closed subsets of $X$ such that $A_{0} \neq \emptyset$. Let $\mathrm{T}: \mathrm{A} \rightarrow \mathrm{B}$ be a mapping satisfying the following condition:

$$
s^{3} d\left(u_{1}, u_{2}\right) \leqslant M_{1}\left(x_{1}, x_{2}\right)-\varphi\left(M_{2}\left(x_{1}, x_{2}\right)\right)
$$

where

$$
\begin{aligned}
& M_{1}\left(x_{1}, x_{2}\right)=\max \left\{\frac{d\left(x_{2}, u_{2}\right)\left\{1+d\left(x_{1}, u_{1}\right)\right\}}{1+d\left(x_{1}, x_{2}\right)}, \frac{d\left(x_{2}, u_{1}\right)\left\{1+d\left(x_{1}, u_{2}\right)\right\}}{1+d\left(x_{1}, x_{2}\right)}, d\left(x_{1}, x_{2}\right)\right\} \\
& M_{2}\left(x_{1}, x_{2}\right)=\max \left\{\frac{d\left(x_{2}, u_{2}\right)\left\{1+d\left(x_{1}, u_{1}\right)\right\}}{1+d\left(x_{1}, x_{2}\right)}, d\left(x_{1}, x_{2}\right)\right\}
\end{aligned}
$$

for all $\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{u}_{1}, \mathrm{u}_{2} \in \mathcal{A}$ and $\varphi:[0, \infty) \rightarrow[0, \infty)$ is continuous function satisfy $\varphi(\mathrm{t})<\mathrm{t}$ for $\mathrm{t}>0, \varphi(0)=0$. Assume also the following condition holds:
(a) $T$ is continuous or if $\left\{x_{n}\right\}$ is a sequence in $A_{0}$ and $x_{n} \rightarrow x \in A$ for all $n \in \mathbb{N}$;
(b) $\mathrm{T}\left(\mathrm{A}_{0}\right) \subseteq \mathrm{B}_{0}$;
(c) there exist elements $x_{0}, x_{1} \in A_{0}$ such that

$$
d\left(x_{1}, T x_{0}\right)=d(A, B)
$$

Then T has a best proximity point. Further, the best proximity point is unique if for all $x, y \in A$ such that $d(x, T x)=d(A, B)=d(y, T y)$.

Example 3.8. Let $X=[0, \infty)$ be equipped with the b-metric defined by $d(x, y)=|x-y|$ with $s=2$. Let $A=\{2,3,4\}$ and $B=\{6,7,8,9,10\}$ and define the map $T: A \rightarrow B$ by

$$
T x= \begin{cases}6, & \text { if } x=4 \\ x+4, & \text { otherwise }\end{cases}
$$

Also define $\psi, \varphi, \theta:[0, \infty) \rightarrow[0, \infty)$ by $\psi(t)=t, \varphi(t)=\frac{t}{2}, \theta(t)=t$ and $\alpha(x, y)=1$. Clearly, $d(A, B)=2$, $A_{0}=\{4\}, B_{0}=\{6\}$ and $T(A) \subseteq B$.

Let $d\left(u_{1}, T x_{1}\right)=d(A, B)=2$ and $d\left(u_{2}, T x_{2}\right)=d(A, B)=2$ then $x_{1}, x_{2}, u_{1}, u_{2} \in A$. For $u_{1}=4$ and $\mathfrak{u}_{2}=4$ and $\left(x_{1}, x_{2}\right)=(4,2)$ we have $M_{1}(4,2)=2, M_{2}(4,2)=2$, and $N(4,2)=0$ such that

$$
\begin{aligned}
\psi\left(s^{3} \mathrm{~d}\left(u_{1}, u_{2}\right)\right)=\psi\left(2^{3} \mathrm{~d}(4,4)\right)=\psi(8 \cdot 0)=\psi(0)=0 & \leqslant 1 \\
& =2-1+0 \\
& =\psi(2)-\varphi(2)+\mathrm{L} \cdot 0 \\
& =\psi\left(M_{1}(4,2)\right)-\varphi\left(M_{2}(4,2)\right)+\mathrm{L} \cdot \theta(\mathrm{~N}(4,2))
\end{aligned}
$$

Hence the inequality (3.1) holds true. Hence $T$ is an almost generalized ( $\alpha-\psi-\varphi-\theta$ )-proximal weakly contractive mapping and $T$ satisfies all the hypotheses of Theorem 3.2 and $T$ has a unique best proximity point.

Example 3.9. Let $X=[0, \infty)$ be equipped with the $b$-metric defined by $d(x, y)=|x-y|$ with $s=2$. Let $A=\{3,4,5,6,7\}$ and $B=\{9,10,11,12,13\}$ and define the map $T: A \rightarrow B$ by

$$
T x= \begin{cases}9, & \text { if } x=7 \\ x+6, & \text { otherwise }\end{cases}
$$

Also define $\psi, \varphi, \theta:[0, \infty) \rightarrow[0, \infty)$ by $\psi(\mathrm{t})=\mathrm{t}, \varphi(\mathrm{t})=\frac{\mathrm{t}}{4}, \theta(0)=0$ if and only if $\mathrm{t}=0$ and $\alpha(\mathrm{x}, \mathrm{y})=1$. Clearly, $d(A, B)=2, A_{0}=\{7\}, B_{0}=\{9\}$ and $T\left(A_{0}\right) \subseteq B_{0}$.

Let $d\left(u_{1}, T x_{1}\right)=2$ and $d\left(u_{2}, T x_{2}\right)=2$ then $\left(u_{1}, x_{1}\right),\left(u_{2}, x_{2}\right) \in\{(7,7)(7,3)\}$. Again, assume that $d\left(u_{1}, T x_{1}\right)=d(A, B)=2$ and $d\left(u_{2}, T x_{2}\right)=d(A, B)=2$. Then $\left(x_{1}, x_{2}\right)=(7,3)$ and $u_{1}=u_{2}=7$ and we have $M_{1}(7,3)=4, M_{2}(7,3)=4$ and $N(7,3)=0$ such that

$$
\begin{aligned}
\psi\left(s^{3} \mathrm{~d}\left(\mathfrak{u}_{1}, u_{2}\right)\right) & =\psi\left(2^{3} \mathrm{~d}(7,7)\right) \\
& =\psi(8 \cdot 0)=\psi(0)=0 \\
& \leqslant 3 \\
& =4-1+0 \\
& =\psi(4)-\varphi(4)+\mathrm{L} \cdot \theta(0) \\
& =\psi\left(\mathrm{M}_{1}(7,3)\right)-\varphi\left(\mathrm{M}_{2}(7,3)\right)+\mathrm{L} \cdot \theta(\mathrm{~N}(7,3)) .
\end{aligned}
$$

Hence the inequality (3.1) hold true. Hence $T$ is an almost generalized ( $\alpha-\psi-\varphi-\theta$ )-proximal weakly contractive mapping and T satisfies all the hypotheses of Theorem 3.2 and $T$ has a unique best proximity point.
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