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ABSTRACT In the travel insurance industry, cancel-for-any-reason insurance, also known as a cancellation
protection service (CPS), is a recent attempt to strike a balance between customer satisfaction and service
provider (SP) profits. However, some exceptional circumstances, particularly the COVID-19 pandemic,
have led to a dramatic decrease in SP revenues, especially for non-refundable tickets purchased early
with CPS. This paper begins by presenting a risk group segmentation of customers in an online ticket
reservation system. Then, a CPS fee is recommended depending on the different customer risk groups
provided by the cluster segmentation via different clustering algorithms such as centroid-based K-means,
hierarchical agglomerative, DBSCAN, and artificial neural network-based SOM algorithms. According
to the implemented cluster metrics, which include the Silhouette index, Davies-Bouldin index, Entropy
index, and DBCV index, the SOM algorithm presents the most appropriate result. After predicting the new
customer cluster, a CPS fee will be calculated with the proposed adaptive CPS method based on the cluster
segmentation weights. Determining the weight of each cluster is related to the total CPS revenue threshold
for all clusters defined by the SP. Therefore, to avoid a loss for SPs, the total CPS revenue will be kept
constant with the threshold that the SP has been adjusted. The experimental results based on real-world data
show that the risk group segmentation of customers helps to maintain a balance between CPS fees and SP
profits. Finally, according to the calculated weights, the proposed model pegs the SP gain/loss variation with
a 0.00012 exchange ratio.

INDEX TERMS Clustering algorithms, cancellation protection service, risk group segmentation, user
satisfaction, service provider revenue.

I. INTRODUCTION
In the airline industry, as the price of flight tickets has
increased over time, customers have often planned their trips
as early as possible to take advantage of affordable booking
opportunities. However, changing one’s flight plans can result
in high penalties for customers, which may turn their profits
into a loss. Motivated by this, some airline companies and
agencies have proposed cancel-for-any-reason insurance,
also known as a cancellation protection service (CPS) [1], [2].
As the name implies, cancel-for-any-reason insurance allows
customers to cancel their trip for any reason and receive a
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partial refund of their prepaid and non-refundable expenses,
such as airline tickets and hotel accommodations. Although
this insurance has some benefits from the customer’s point
of view, especially for early birds purchasing non-refundable
tickets, some exceptional cases, such as the COVID-19 pan-
demic, led to a dramatic decrease of service provider (SP)
revenues. To help SPs overcome this loss, an optimal CPS
fee calculation is required to balance SPs revenues along-
side customer expectations concerning the quality of expe-
rience (QoE) and CPS fees.

In this paper, an adaptive customer transaction-based CPS
calculation method is proposed to capture the trade-off
between customer satisfaction and SP profits. The goal
is to minimize the CPS fee for customers with low or
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no-cancellation ratios, and to maximize the CPS fee for cus-
tomers with high ticket cancellation ratios, which negatively
impact SP profits.

The CPS fee calculation method proposed in this study
uses real-world customer transaction-based behavior data [2],
and presents CPS fee recommendations on the basis of dif-
ferent customer risk groups. These customer risk groups are
provided by the cluster segmentation via different cluster-
ing algorithms, such as centroid-based K-means, hierarchical
agglomerative, density-based spatial clustering of applica-
tions with noise (DBSCAN), and artificial neural network
based self-organizing map (SOM) algorithms. In the clus-
ter segmentation, several customer-based ticket profiles are
considered, including ticket status, ticket type, ticket price,
CPS status, CPS fee, and refund fee. In addition, the cluster
segmentation considers customer transactions based on the
statistical analysis methods to create new features for cus-
tomer segmentation, such as refundable ticket cancellation
ratio with CPS (RTCR), non-refundable ticket cancellation
ratio (NTCR), no cancellation ratio of refundable tickets
(NCRR), and no cancellation ratio of non-refundable tickets
(NCRR).When a customer wants to book a ticket, an adaptive
CPS fee will be proposed on the basis of the customer cluster.
Note that clustering metrics are used to validate the clustering
methods and each customer belongs to the cluster with the
nearest euclidean and cosine distance between the customer
and each cluster centroid. For the clusters which contain the
most and least profitable customers, new weights are pro-
posed to calculate the new CPS fee. The SP gain/loss (SPGL)
prediction will also be evaluated for suggested weights and
the adaptive CPS fee. The extensive simulations driven by
real-world data involving different use cases are carried out
to show the profit/loss variance related with different cluster
weights that are used for recommending new CPS values.

Last but not least, the performance of the previously
proposed CPS fee functions without machine learning
(ML)-based customer classification [1] is compared with the
currently proposed adaptive CPS fee function on the basis
of customer transaction-based clustering. The experimental
results show that the proposed risk group segmentation of
customers helps to maintain a balance between the calcula-
tion of the CPS fee and SPGL. Finally, according to the calcu-
lated weights, the proposed model pegs the SPGL variation in
terms of the total CPS fee of the higher and lower risk groups
with a 0.00012 exchange ratio.

A. RELATED WORKS
There are several works that shed light on optimal purchase
times for airline tickets and help to predict ticket prices
[3]–[9]. However, predicting actual ticket prices is a more
difficult task than predicting optimal purchase times for
various reasons: a lack of sufficient datasets, external fac-
tors influencing ticket prices, the dynamic behavior of
ticket pricing, competition among airlines and their propri-
etary nature, ticket pricing policies, etc. Moreover, early

purchasing presents a risk due to the commitment to a specific
flight date that may need to be changed, usually for a fee.

In order to determine an optimal cancel-for-any-reason
travel insurance fee, the multiple criteria decision-making
(MCDM) method introduced in our previous work [1] which
designs a decision-based management framework of ticket
reservation systems from the perspective of covering a
pre-booked ticket in case of any cancellations by the cus-
tomers. In addition to the MCDM methods, different clus-
tering algorithms can be used to calculate an optimal CPS fee
based on the customer risk groups.

Regarding the clustering algorithms, the clustering of cus-
tomer transaction data is one of the most critical tasks in
successful marketing and customer relationship management
[10]–[12]. Clustering is used to categorize customers into
different groups on the basis of their purchasing behaviors.
With the rapid increase in the availability of customer behav-
ior data, several studies have used product-specific variables.
Furthermore, a selection of early segmentation methods used
general variables, such as customer demographics, lifestyle,
attitude, and psychology, because such variables are intu-
itive and easy to operate [13]. In [14], the authors pro-
pose a segmentation methodology to identify similarities
between customers. The authors in [15] provided a novel
MST-based clustering algorithm called LDP-MST to pro-
pose a minimum spanning tree-based clustering with local
density peaks. Regarding this approach, the authors in [16]
proposed the algorithm with sensitivity of local density and
density-adaptive metric. In [17], the authors presented the
robust density peaks clustering algorithm using fuzzy neigh-
borhood. The authors in [18] introduced this kind of cluster-
ing using geodesic distances (DPC-GD). Taking account the
kind of approach that these studies are using, some of them
are incapable of handling large-scale transaction data due to
their high computational complexity. Thus, a PurTreeClust
clustering algorithm was proposed for large-scale transaction
data [19].

SOM is a well-known unsupervised learning strategy that
can be applied to a wide range of data visualizations, dimen-
sionality reduction or clustering problems [20], [21]. A new
hierarchical agglomerative clustering algorithm for SOMs is
introduced in [22] based on neighborhood relations of the
SOM prototypes in the data space and detailed local den-
sity distribution in their receptive fields. In [23], the authors
proposed an algorithm for high-speed learning in hardware
SOM while analyzing the drawbacks of the SOM algorithm
for FPGA implementations and proposing a new learning
algorithm to solve them. In addition, the authors in [24]
present information-theoretic-cluster visualizations (IT-vis)
for SOMs.

The authors in [25] segmented customer experiences using
a K-means method. In [26], the authors proposed two new
centroid-based k-NN classification algorithms to select opti-
mal k-values for each test sample for efficient and effective
k-NN classification. In [27], a segmentation of cashback web-
site customers was presented. The segmentation was based on
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FIGURE 1. Schematic of the research methodology.

customers’ commercial activity and the role within the site’s
social network. In [28], an apriori algorithm was applied for
segmenting customers by mining for association rules in the
database of a Turkish supermarket chain.

II. MOTIVATION AND CONTRIBUTIONS
The contributions are summarized as follows:
• A new CPS fee function is proposed on the basis of
the customer transactions and their ticket-based profiles
to minimize the CPS fee for the customers with less
ticket cancellation ratio and no-cancellation ratio, and
maximize the CPS fee for the customers with high ticket
cancellation ratio which causes to decrease the profit of
the SP.

• K-means clustering, hierarchical agglomerative cluster-
ing, DBSCAN, and artificial neural network-based SOM
algorithms are used to classify customers’ risk groups.

• The performance of the previously proposed CPS fee
functions [1] without machine learning (ML)-based cus-
tomer classification is compared with the currently pro-
posed adaptive CPS fee function.

• The extensive simulations driven by real-world data with
considering different use cases are carried out to show
the enhanced performance of the proposed adaptive CPS
fee calculation on the basis of the customer classification
of the SOM algorithm.

The rest of the paper is organized as follows. Section III
presents the researchmethodology, which consists of [A] data
collection, [B] cluster analysis, [C] the proposed adaptive
CPS method. Section IV evaluates the performance of the
proposed model with simulations. A conclusion and a dis-
cussion of future work is given in Section V.

III. RESEARCH METHODOLOGY
This section is divided into three sub-sections: [A] data col-
lection, [B] cluster analysis, and [C] adaptive CPS method.

A schematic of our methodology is presented in Fig. 1, where
the aim of the proposed model is to calculate an adaptive CPS
fee.

A. DATA COLLECTION
In this sub-section, driven by real-world data, there are two
data collection steps, as shown in Fig. 1: the customer trans-
actions and the customer-based ticket profiles.

1) CUSTOMER TRANSACTIONS
Each customer has a transaction history in the proposed
data center of the SP. This could be a Ticket Cancellation
Ratio (TCR) or a No Cancellation Ratio (NCR), as described
below.

• Refundable Ticket Cancellation Ratio with CPS
(RTCR). This refers to the percentage of ticket cancel-
lations among the refundable tickets bought with a CPS
payment.
In this case, the airline refunds the ticket price due to the
refund policy of the refundable ticket type. The gain/loss
of the SP in the case of such a ticket cancellation is given
as follows:

SPF =

{
ϒ + ϑ + 0 − φ − µ, τ > 2,
ϒ + ϑ + 0 − φ, τ < 2,

(1)

whereϒ is the ticket sale price for each ticket purchased,
ϑ shows the CPS fee that was paid by the customer while
booking the flight ticket, 0 is the airline refund fee, φ
is the fee which the SP should pay to the airline based
on the contract for each ticket sold, and µ shows the
maximum assurance value paid by the SP for each ticket
cancelled with CPS. τ shows the difference between the
cancellation time and the flight time. Typically, when
τ > 2, the airline refunds the ticket price to the SP.When
this threshold is violated, no refundwill be paid to the SP.
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Note that the customer gain/loss can be calculated with
the following formula:

0 ≤
ϒ − 0

ϒ + ϑ − µ
< 1,

where 0 indicates a 100% gain and 1 indicates a 100%
loss for the customer.

• Non-Refundable Ticket Cancellation Ratio with CPS
(NTCR). This shows the total number of cancelled
non-refundable tickets for which the CPS fee has been
paid. Refunds are rarely supported by airlines in such
cases. Therefore, the SP must payµ by itself. The SPGL
for the NTCR, SPP, can be calculated as a cost function
for non-refundable tickets similar to (1) where the only
difference is eliminating 0 since 0 ∼= 0 for the NTCR.
It should be noted that, in the case of a high NTCR,
the SPGL 6 0 which shows the SP’s loss where the
refund valuemust be paid by the SP instead of the airline.
This loss is calculated as follows:

SPP =

{
ϒ + ϑ − φ − µ, τ > 2,
ϒ + ϑ − φ, τ < 2.

(2)

• No Cancellation Ratio of Refundable Tickets with
CPS (NCRR). This refers to the ratio of refundable
tickets bought without any cancellation where all CPS
payments are reserved for the SP.

• No Cancellation Ratio of Non-Refundable Tick-
ets with CPS (NCRN). This refers to the ratio of
non-refundable tickets bought without any cancellation.

For both NCRR and NCRN, the SP gain is calculated as
follows:

SPN = ϒ − φ + ϑ. (3)

Finally, the total gain/loss of the SP based on the customer
transactions can be calculated as follows:

SPGL = SPF + SPP + SPN . (4)

2) CUSTOMER-BASED TICKET PROFILES
The proposed real-world data center [2] collects the following
ticket attributes:

• Ticket status. There are two different status: booking or
refund.

• Ticket type. This indicates a ticket type as refundable or
non-refundable.

• Ticket price. This refers to the total ticket price, which
the customer is supposed to pay.

• CPS status. This indicates that a customer has pur-
chased a ticket with or without a CPS.

• CPS fee. This refers to the CPS fee calculated on the
basis of the proposed method.

• Refund fee. In case of a ticket cancellation, a refund fee
will be calculated.

B. CLUSTER ANALYSIS
For the risk group segmentation, four different clustering
algorithms are used. These methods are K-means as a
centroid based clustering method, agglomerative clustering
as a hierarchical based clustering method, DBSCAN as a
density-based spatial clustering algorithm, and SOMas a neu-
ral network based clusteringmethod. The proposed clustering
methods are described as follows:

1) CLUSTERING METHODS
• K-means Clustering. K-means clustering is a common
algorithm that aims to partition data into k clusters in
which each observation belongs to the cluster with the
nearest mean (cluster centroid) [29], [30]. To process the
training data, the K-means algorithm starts with a first
group of randomly selected cluster centroids, and then
performs iterative calculations to optimize the positions
of the centroids. After all of the data has been addressed,
the centroids of all clusters are recalculated and the data
is again addressed to the cluster at the nearest updated
centroid. The algorithm will continue until there are no
differences between clusters or until a threshold value
(centroid position change amount) is used to stop the
algorithm.

• Agglomerative Clustering. Clustering data hierarchi-
cally is the concept followed by agglomerative hierar-
chical clustering. This involves forming a tree structure
with clusters and sub-clusters. The clustering method
starts at the bottom. The algorithm proceeds iteratively
by consecutivelymerging pairs which are nearest to each
other [31], [32].

• DBSCAN and ordering points to identify the clus-
tering structure (OPTICS) Clustering. DBSCAN is
a density-based spatial clustering algorithm [33]. For a
set of points in space, it groups points with many nearby
neighbors and marks the outlier points that lie alone in
low-density regions. Max radius of the neighborhood
on which the proximity search will be performed by
epsilon and the minimum number of data points within
the max radius to be considered a cluster as minpts are
the parameters for this algorithm [34]. The advantage of
this clustering algorithm is to find the different shaped
clusters. In addition, OPTICS is an extended version of
DBSCAN which will try to find a cluster for different
max radius values [35], [36].

• SOM Clustering. SOM, or Kohonen Systems, is an
unsupervised learning strategy that can be applied to
a wide range of data visualizations, dimensionality
reduction or clustering problems. SOM produces a
low-dimensional, discretized representation of the input
space of the training samples, called a map. After train-
ing a SOM on the input data, it can be used to visu-
alize the high-dimensional input data in a (typically)
two-/three-dimensional view, preserving its topological
properties [20], [21].
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FIGURE 2. General diagram for the SOM.

As we can see in Fig. 2, SOM architecture involves
input and output neurons, and weights from each input
neuron are connected to each output neuron. The weight
connections for only the first five output neurons are
shown in the figure.
In an SOM algorithm, an input neuron is selected and
the distances between it and each output neuron are cal-
culated. The closest neuron is called the best matching
unit (BMU) or winner neuron. Then, the weight between
the selected input neuron and the winner neuron are
updated. The weights of the BMU and neurons close to
it in the SOM grid are updated towards the input vector.
The magnitude of the change decreases with time and
with the grid-distance from the BMU. This process is
repeated for all inputs for a predetermined number of
cycles. As a result, the network associates the output
nodes with the input dataset. The SOM algorithm can
be summarized with the following steps:
– Pick a random input sample,
– Find best matching BMU,
– Update weight vectors of the nodes in the neighbor-

hood of the BMU, and
– Repeat until iteration limit is reached.

2) CLUSTERING METRICS
The quality of clustering is evaluated using clustering met-
rics. Silhouette Index, Davies-Bouldin Index and Entropy are
the most widely used clustering metrics. They are described
below.
• Silhouette Index (SI). This is a measure of how similar
an object is to its own cluster compared to other clusters.
If two different SI values have been compared after the
clustering process, the total distance between the nearest
neighbor should be a large valuewhereas the total cluster
distances inside a cluster should be small [37], [38].

• Davies-Bouldin Index (DBI). This is the ratio of
the within-cluster mean distribution distance to the
inter-cluster distance [39].

For optimal clustering, the within cluster scatter for
cluster i should be small and the mean distance between
the ith cluster centroid to the jth cluster centroid should
be larger.

• Entropy. This is used to measure the success of cluster-
ing in clustering algorithms. Entropy refers to the disor-
der or irregularity of the system. In an optimal clustering
process, the irregularity of objects within clusters should
be low whereas the irregularity between clusters should
be high.

• Density-Based Clustering Validation (DBCV) Index.
Density-based clustering algorithms look for high-
density areas separated by low-density areas contain-
ing noise objects. These algorithms are relatively good
at finding non-spherical clusters. If the cluster is not
spherical, the indexes recommended for globular cluster
may not be validated. The density-based relative con-
firmation index for clusters of different shapes in [40]
evaluates the clustering quality based on the relative
density between object pairs. In this study, the DBCV
index is used for evaluating DBSCAN algorithm.

After the cluster analysis, customer cluster profiles will be
defined. Thereafter, an adaptive CPS fee will be calculated
depending on the customer cluster as the process is detailed
in Fig. 3. By the time of a ticket booking, depending on

FIGURE 3. The flowchart of the proposed model.
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the previous customer transactions given in Fig. 1, cluster
prediction for a new customer will be calculated as follows:
• Calculate euclidean similarity between the customer and
each cluster centroid.

• Select the cluster with the minimum euclidean distance.
• Re-position the centroids.

C. ADAPTIVE CPS METHOD
The proposed adaptive CPS method provides a CPS discount
for customers in theminimum risk groupwhereas the CPS fee
will be increased for the customers in the highest risk group.
Therefore, not only will the profit of the SP be fixed, but the
proposed method will also strike a balance between customer
clusters.

The proposed adaptive CPS fee is denoted as 2k,i where
k is the index of the cluster, 1 ≤ k ≤ K , and i is the index
of transactions in each cluster Ck where kth cluster has Nk
transactions in total, 0 ≤ i ≤ Nk . In the proposed method,
K = 4 and C1,C2,C3 and C4 are the clusters where union
of each cluster are denoted by C contains all clusters. The
2k,i according to the customer clusters can be calculated as
follows:

2k,i =


ξk,i, if k = 1 or k = 2, and ∃i ∈ Nk
ξk,i × w3, else if k = 3 and ∃i ∈ Nk ,
ξk,i × w4, else if k = 4 and ∃i ∈ Nk ,

(5)

where w3 and w4 shows the weights of the C3 and C4,
respectively. The ξk,i shows the proposed CPS fee of the
ith transaction of the customer belonging to the kth cluster.
It should be noted that, the fixed CPS fee defined in our
previous work [1] without considering k index was calculated
as follows:

ξi = ϒi · α + β, 0.08 < α 6 0.2, 4.8 < β 6 9.8, (6)

where ϒi is the ticket sale price for the ith transaction of
the customer. A selected value for α and β are provided in
relation to a non-refundable, refundable, domestic or interna-
tional ticket. Thus, there are 22 different states. These values
are determined according to the airline refund instructions
and SP’s decision.

After the calculation of 2k,i, defining an optimal weight
for each cluster, Ck , 1 ≤ k ≤ K , is the next step to strike a
balance among proposed CPS fees for each customer and the
total CPS revenue of the SP,

∑
CPSF . The SP will be able

to propose a new CPS fee, where the total CPS revenue will
be kept constant (e.g., the total CPS income in our previous
study [1] is taken into account as the total CPS income
threshold). Thus, the SP will be able to adjust a threshold
for the minimum CPS income to prevent loss even in the
high NTCR. The total CPS fee of the proposed method is
calculated as follows:

ψC =

K∑
k=1

Nk∑
i=1

2k,i, (7a)

s.t. ψC ==
∑

CPSF , (7b)

w4 ==
λ− (γ × w3)

ζ
, (7c)

1 < w3 < 2, 0 < w4 < 1, and ζ > 0, (7d)

where

γ = ψCk | min(SPGL), (7e)

ζ = ψCk | max(SPGL), (7f)

λ = γ + ζ. (7g)

The total CPS fee of the highest and lowest risk group
clusters is presented by γ and ζ , respectively. The sum of
these two CPS fee values are λ. It should be noted that C3 is
the highest risk group and C4 is the lowest risk group which
is obtained on the basis of the comprehensive analysis of
real-world data in the section III.C. Total CPS fee of each C3
and C4 will be updated when a new transaction is recorded.
On the other hand, the 1 < w3 < 2 means [0 − 100]%
increase in the proposed CPS fee in comparisonwith the fixed
CPS method, whereas the 0 < w4 < 1 means [0 − 100]%
discount in the proposed CPS. The reason for selectingK = 4
is described in the following sub-section.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. PRE-PROCESSING OF DATA
In this stage, the unnecessary features in real-world data are
removed, and the normalization is applied. The new features
are generated by joining information gathered from different
columns. For instance, the ‘‘Ticket Status’’ column is sep-
arated from the ‘‘Booking’’ and the ‘‘Refund’’ column. The
transactions are grouped according to the customers, and after
grouping, some aggregation functions are performed.

B. NUMBER OF CLUSTERS
Determining the optimal number of clusters in a data set
is one of the fundamental issues in clustering. The Elbow
method is used to decide the number of clusters.

The steps in the Elbow method are explained as follows
[41], [42].
• Executing clustering algorithm for different values of K
(e.g., by varying K from 1 to 10 clusters).

• For each K , calculating the within-cluster sum of
squares (WCSS).

• Plotting the curve of WCSS according to the number of
clusters, K .

• The location of a bend in the plot is generally considered
an indicator of the appropriate number of clusters.

In this study, the optimal number of clusters is determined
as 4, K = 4.

C. CLUSTERING ALGORITHMS AND QUALITY METRICS
Four different clustering algorithms are applied to the
real-world data to find the best customer segmentation.

1) K-MEANS CLUSTERING
After executing the K-means algorithm for different cluster
numbers, the best score is allocated to K = 4. The input data
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is six-dimensional, and since it is not possible to display data
in six dimensions, the cluster results are shown in Fig. 4 for
two features in two dimensions.

FIGURE 4. K-means result visualisation.

In Table 1, the cluster quality is demonstrated using some
cluster metrics. For a comparatively better cluster, the SI
should be larger, the DBI should be smaller, and the Entropy
value should also be smaller. As we can see in Table 1,
the clustering success criterias reached optimal values by
using four clusters.

TABLE 1. K-means quality metrics.

2) AGGLOMERATIVE CLUSTERING
The agglomerative clustering is the most common type of
hierarchical clustering used to group objects in clusters based
on their similarity. The algorithm starts by treating each
object as a singleton cluster. Then, pairs of clusters are
successively merged on the basis of their proximity until
all clusters have been merged into the required number of
clusters, which is four in the proposed algorithm.

In Fig. 5, the clusters that are generated using agglomer-
ative clustering can be seen for only two inputs which are
refund number and the SPGL.

As we can see in Table 2, agglomerative clustering using
four clusters yielded better results.

3) DBSCAN CLUSTERING
The real-world data is used in clustering step is six-
dimensional. Therefore, it is recommended to apply the
t-distributed stochastic neighbor embedding (t-SNE) [43]
dimension reduction technique before DBSCAN clustering
with high dimensional data [44], [45].

To evaluate the success of theDBSCAN clusteringmethod,
DBCV index value, SI, DBI, and Entropy values are applied,

FIGURE 5. Agglomerative clustering result visualisation.

TABLE 2. Agglemerative clustering quality metrics.

FIGURE 6. DBSCAN and OPTICS result visualisation.

TABLE 3. DBSCAN quality metrics.

as shown in Table 3. Although it may not be appropriate
to compare the results with the previous algorithms because
of the dimension difference between the reduced dimension
and the real-world data original dimension, all the classical
cluster evaluation metrics gave worse results in DBSCAN.
The reasonmay be the data converges while reducing the size.
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When DBSCAN and OPTICS are applied to the
two-dimensional version of real-world data, the clusters can
be seen in Fig. 6. It is shown that DBSCAN with epsilon
10 gave a better result for our two-dimensional data compared
with OPTICS algorithm. All the data points are clustered in
DBSCAN with epsilon 10.

4) SOM CLUSTERING
The Kohonen SOM is an unsupervised neural network com-
monly used for high-dimensional data clustering. In this
study, it has six inputs and 20× 20 Kohonen layers.
After applying SOM to the customer data, similar customer

behaviors are located to the closer place and the different
customer behaviors are located far away from each other on
the SOM topological map. As seen in Fig. 7 the topology of
the data points are changing during the iterations.

FIGURE 7. Embedded six-dimensional dataset using SOM.

A Kohonen layer is a computational layer that consists
of processing units organized in a 2D lattice-like struc-
ture. A distinct property of SOMs is that they can map
high-dimensional input vectors onto two dimensional space
and preserve original topology of a dataset, as we can see
in Fig. 7. In our study, training the neural network takes
500 epochs. In terms of artificial neural networks, an epoch
refers to one cycle through the full training dataset.

TABLE 4. SOM quality metrics.

Table 4 demonstrates the SI, DBI, and Entropy metrics of
SOMclustering results according to the different cluster num-
bers. It shows that the quality indexes give the best results for
cluster number four. Regarding the comparison of clustering

algorithms, SOM has extremely good results according to the
agglomerative clustering algorithm, and it gives a slightly bet-
ter result than the K-means algorithm. Therefore, in customer
clustering, and recommending new CPS fee values for the
customer transaction, the SOM algorithm with four clusters
is used.

Fig. 8 and Fig. 9 present the distances between each cluster
according to different distancemetrics like Cos-similarity and
Euclidean.

While Cosine looks at the angle between vectors (not
taking into account their weight or magnitude), Euclidean
distance is similar to using a ruler to actually measure the
distance. It should be noted that, Cosine distance is equal to
1 − Cos-similarity.

FIGURE 8. Inter-cluster Cosine distances.

FIGURE 9. Inter-cluster Euclidean distances.

In inter cluster relation Fig. 8, C3 is totally separated from
C2 and C4 and also separated from C1. Both C2 and C4 are
lapped.

As we can see in Fig. 9, the Euclidean distance gives better
results. All the clusters are separated from each other. The
closest clusters to each other are C1 and C2. One of them
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TABLE 5. Feature values of each cluster.

TABLE 6. SPGL and CPS fee for each cluster.

TABLE 7. Assigning new customer to a cluster C.

is a neutral cluster that contains transactions that bring no
benefit or no loss, SPGL ∼= 0. The second cluster contains
profitable transactions for the SP, SPGL > 0. Although the
distance between these two clusters is low, they have different
effects on the SPGL. In the proposed adaptive CPS method,
bothC3 andC4 which are absolutely different from each other
are considered.

5) CLUSTER PROPERTIES
When we apply four different clustering algorithms, SOM
algorithm presented the best results according to the clus-
tering metrics. Therefore, SOM is used to assign the new
customer to the most appropriate cluster, and predict the CPS
fee. According to the SOM results, the features of each cluster
is shown in Table 5 where K = 4, and |Transaction| ==
|Booking| + |Refund| == |Non-refundable ticket| +
|Refundable ticket|. In this table, C1 represents neutral cus-
tomers, which cause SPGL ∼= 0. The transactions of the
customers in C2 represent profits for the SP. C1 and C2 cover
the largest part of all transactions. However, the customers
that havemost profitable transactions are not in these clusters.
In fact,C4 is related to themost profitable customers andC3 is
the customer group that always brings loss for the SP. Table 6
presents the SPGL, the mean value of the SPGL, total CPS
of the customers at each cluster, and mean CPS value per
transaction. It shows that C3 has a negative effect whereas
C4 has the maximum mean value for the SPGL.

6) CLUSTER PREDICTION
A user who makes a new booking transaction for the first
time will be assigned to a neutral cluster by the proposed

algorithm. If the user has a transaction history, however,
this will be taken into account to decide the cluster of the
customer.

In this study, for assigning a new customer to a cluster,
all current and previous customer transactions are merged.
To represent the customer behavior, the mean and sum values
of features are taken into account e.g., refund number, book-
ing number, refundable ticket number and non-refundable
transaction number. After finding the customer behavior sum-
mary for each customer, the closest cluster centroids to the
new customer behavior summary are calculated. These cen-
troids are generated using SOM algorithm. The Euclidean
distance which gave the better results than cosine distance
is used to measure the closeness.

In Table 7, the current transactions for eight customers
are shown. While determining the clusters of new customers,
the previous transactions of these customers are taken into
account. It is clear that the previous transactions of customers
are effective in defining their customer group (Table 7).

D. PERFORMANCE EVALUATION OF THE PROPOSED
ADAPTIVE CPS METHOD
1) PROPOSED CPS FEE FOR A NEW CUSTOMER
If no previous transactions of the customer have been
recorded, the insurance amount to be paid is calculated with
the standard CPS formula [1]. In this study, the new CPS
fee will be proposed, especially for the customer who made
high gain/loss for the SP. Regarding the SPGL, the calculated
CPS fee discount for lower risky group customers will be
balanced by the higher CPS fee for customers who bring a
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higher amount of loss, so that the total profit of the insurance
company will not change.

After determining the cluster of new customers using their
previous transactions, if the customer is in C3 or C4, the rec-
ommended CPS fee is calculated. The CPS calculation is
presented in (5). To provide the compensation and make a
balance between discount for the profitable customer and
higher CPS fee for non-profitable customers, the w3 and w4
values were selected on the basis of the conditions in (5).
As we can see in the formula, there is an infinite number of
options for w3 and w4. For compensation, the more an SP
makes a discount in the CPS fee for one cluster, the more the
SP has to increase the CPS fee for the other cluster. In this
paper, to compensate the total CPS fee and total SP profit
w3 and w4 are considered as 1.15 and 0.87, respectively.
In Table 8, there are current CPS fees calculated by (6), and
the proposed CPS fees calculated by (5) for two randomly
selected customers belonging to different clusters C1 to C4.
Note that both w3 and w4 values can be dynamically set in the
range of 1 < w3 < 2 and 0 < w4 < 1, as shown in (7).

TABLE 8. The proposed CPS fee for each customer.

As we can see in Table 8, there is no difference in the CPS
values of the first and second clusters. In third cluster, which
contains risky customers, suggested CPS fees are higher than
the current CPS fees and for the forth cluster, which contains
the most profitable customers, proposed CPS fees are lower
than the current CPS values.

2) PROFIT/LOSS VARIATION ACCORDING TO WEIGHTS
The aim of this study is to propose a more appropriate insur-
ance fee for good customers and higher insurance fee for risky
customers using cluster coefficients that will not change the
total SPGL.

The proposed weight, w3, is used to calculate the new CPS
value of C3 and w4 is used to calculate the new CPS value of
C4. It should be noted that, there are infinite opportunities to
select w3 and w4 that can balance the SPGL on the basis of
the SP’s decision. As we can see in Fig. 10, using different
w3 and w4 values, the SP can change the SPGL ratios. In the
same figure, the loss and profit amounts are indicated for
different w3 and w4 values. Decreasing the w4 values means
making a discount in the CPS fee for profitable customers,
whereas increasing the w3 values means raising the CPS
fee for customers that cause losses. The w values can be
determined by the SP according to their strategic plan.

FIGURE 10. Gain/loss variance according to w3 and w4 values.

Total current CPS fee, total proposed CPS fee, SPGL value,
and estimated SPGL value related to recommended CPS
fees for each cluster are shown in Fig. 11. In this figure,
the transactions of 500 customers are used. As we can see in
this figure, there are no differences between current/proposed
CPS fees and current/estimated SP gain/loss values in C1 and
C2. In C3, while the total CPS fee is increasing, the total
SPGL value is decreasing. By contrast, in C4 while total CPS
Fee is decreasing, the total SPGL value is increasing.

FIGURE 11. Comparison of the CPS fee and SP gain/loss values based on
different clusters.

Fig. 12, Fig. 13, and Fig. 14 show the comparison of the
current and the proposed CPS fees for 1200 customer trans-
actions in both clusters C3 and C4. The proposed CPS fee for
each customer transactions in Fig. 12 is higher than the cur-
rent CPS fee. It means that the higher risky group customers
have to pay higher CPS fees. In contrast. Fig. 13 illustrates
that the proposed adaptive CPS fee function calculates the
lower value for the less risky group of customers. Finally,
Fig. 14 proves that the SPGL in terms of the total CPS income
does not change in the proposed method in comparison to the
previous study [1], where the exchange ratio is almost fixed as
0.00012. Therefore, both current and proposed total CPS fees
for C3 and C4 are overlapped. The reason is that the proposed
adaptive CPS values are calculated on the basis of making a
balance between the CPS fee and total SPGL per transaction.
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FIGURE 12. Comparison of the current CPS fee calculated by (6) with the
recommended CPS fee calculated by (7) for 1200 different customer
transactions in cluster C3.

FIGURE 13. Comparison of the current CPS fee calculated by (6) with the
recommended CPS fee calculated by (7) for 1200 different customer
transactions in cluster C4.

FIGURE 14. Comparison of the total CPS fees provided by Fig. 12 and
Fig. 13 in 1200 different customer transactions for both clusters
C3 and C4.

V. CONCLUSION AND FUTURE WORK
This paper provided a risk group segmentation of customers
in an online ticket reservation system. The customer segmen-
tation was developed on the basis of four types of clustering
algorithms: K-means clustering, hierarchical agglomerative
clustering, density-based spatial clustering of applications

with noise (DBSCAN), and artificial neural network based
self-organizingmap (SOM) clustering. These clustering algo-
rithms were linked with different customer-based ticket pro-
files and customer transaction based data analysis. After the
segmentation, we implemented a number of cluster metrics,
including the Silhouette index, Davies-Bouldin index, DBCV
index, and Entropy index, which demonstrated that the SOM
clustering algorithm was the most appropriate one for our
dataset. In our proposed model, therefore, a customer who
books a ticket will be assigned to an appropriate cluster, and
a CPS fee will be calculated using the proposed adaptive CPS
method according to the customer segmentation weights. The
experimental results show that the proposed risk group seg-
mentation of customers helps to maintain a balance between
the calculation of the CPS fee and the SP gain/loss (SPGL).

This study can be extended by considering new pricing
models on the basis of applying reinforcement learning (RL)
algorithms to user behavior anomaly analysis.
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